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ABSTRACT

The Standard Model (SM) of particle physics and the theory of General Relativity
represent two of the greatest achievements in physics in the past century. However, despite
their success, many experimental observations remain unanswered: What is the nature of
Dark Matter and Dark Energy? Why is there so little antimatter in the Universe? Why
is gravity so weak compared to the other fundamental forces? These questions point to
the existence of new phenomena waiting to be discovered. High-precision laser spectroscopy
experiments using atoms and molecules emerged as a fruitful approach for searching for new
physics effects. Recently, atoms and molecules containing short-lived radioactive isotopes
have been proposed as particularly sensitive laboratories to search for physics beyond the
SM, especially at the nuclear level. However, many atoms containing very short-lived isotopes
are still out of reach for spectroscopic investigations, while radioactive molecules have been
completely inaccessible experimentally until recently.

In this thesis, I will present a series of pioneering experiments aimed at harnessing the
power of radioactive atoms and molecules to explore nuclear phenomena, both within and
beyond the SM. I will start by describing the first-ever precision laser spectroscopy investi-
gation of a radioactive molecule, radium monofluoride (RaF). I will present measurements
of the vibrational, rotational, and hyperfine spectrum of RaF, proving its high sensitivity
to minuscule nuclear effects. These experiments allowed the quantification of a feasible
laser-cooling scheme for RaF and the observation of the effect of the distribution of nuclear
magnetization inside the Ra nucleus on the energy levels of RaF. To our knowledge, this is
the first time this effect was observed in a molecule, opening the way for using molecules to
benchmark ab initio nuclear theory. Finally, I will present measurements of the ionization
potential of RaF, showing its suitability for Rydberg states studies and precise quantum
control using external electric fields.

I will then present the theoretical calculations and the status of an experiment aiming
to measure hadronic parity violation using single molecular ions inside a Penning trap. The
experiment’s goal is to use the external magnetic field provided by the trap to fine-tune
molecular energy levels of opposite parity close to degeneracy, thus increasing the signal
produced by parity violating nuclear properties. The sensitivity to the sought-after signal
is expected to be increased by more than twelve orders of magnitude compared to atoms.
This amplification will allow the observation of yet-to-be-measured parity violating effects in
a molecule. These measurements will be critical to guide our understanding of electroweak
nuclear phenomena.



Finally, I will show preliminary results obtained from a novel experiment with the goal
of enabling laser spectroscopy studies of atoms and molecules containing radioactive nuclei
with lifetimes of 1 ms and below. Such isotopes can’t be currently studied spectroscopically.
Using an event-by-event Doppler reconstruction, our approach could overcome most of the
challenges encountered by state-of-the-art experimental techniques, allowing us to extend
our reach toward unexplored regions of the nuclear chart. Such short-lived isotopes are of
great importance for our microscopic understanding of nuclei as well as for constraining the
properties of nuclear matter.

Thesis supervisor: Ronald F. Garcia Ruiz
Title: Assistant Professor of Physics
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Chapter 1

Why Radioactive Molecules?

Great progress has been made over the last century in our understanding of the Uni-
verse due to the development of new theoretical ideas and mathematical tools, as well as
complex experiments able to test such theories and guide further research directions. This
work culminated with the development of the Standard Model of particle physics, the most
complete description to date of the building blocks of our Universe [1|. Throughout the
years, the Standard Model successfully withstood more and more precise experimental tests
[2] and its consistency culminated with the discovery of the Higgs boson in 2012 [3, 4.

However, despite all these decades-long successes, the Standard Model is not a complete
theory of our Universe, and a deeper, more fundamental theory awaits to be discovered, of
which the Standard Model is just a lower energy approximation (or effective field theory
as physicists call it). There are still many observations about the Universe that can’t be
answered within the Standard Model. For example, there is no explanation for the values
of the Standard Model parameters, which leads to unanswered questions about the relative
strengths of the fundamental forces and particles masses [1, 5, 6]. The Standard Model
predictions do not tell us if there are more fundamental forces or particles besides the ones
we discovered so far [1]. The Standard Model also does not provide a quantum description of
gravity and fails to explain cosmological observations such as the nature of dark matter and
dark energy or the overwhelming imbalance between matter and antimatter in our Universe
[1, 7]. All these shortcomings lead physicists to search for new physics beyond the Standard
Model.

However, even within the physics of the Standard Model, certain phenomena have
evaded a proper theoretical description. For example, despite a well understood theory of
quantum chromodynamics (QCD), describing the strong force between quarks and gluons,
its direct application to the atomic nucleus is out of reach for most nuclei, due to the non-
perturbative nature of QCD in these systems |1, 8, 9]. A closely related issue is solving the
nuclear many-body problem. Even if we could derive interactions between nucleons starting
from the QCD description of strong force, solving the associated Schrédinger equation is
still a formidable challenge for most nuclei and most observables [1, 8-10]. It’s been only
recently that progress was made in both of these directions, with the development of nuclear
interactions derived through the use of chiral effective field theory, the development of new
techniques to tackle the nuclear many-body problem, and significant progress on the available
computational power [11-15]. However, much work remains to be done both theoretically and
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experimentally, where the measurement of electroweak properties of key nuclei can provide
critical information to guide our fundamental understanding of the atomic nucleus [14, 15].

In the past few decades, atoms proved to be valuable laboratories for exploring a wide
range of the phenomena mentioned above [14-19]. The interaction between the electronic
cloud of an atom and its nucleus can teach us about the inner structure of that nucleus,
while deviations of the measured physical quantities from the Standard Model predictions
can hint towards new physics, such as new particles or new forces [14, 15, 17]. For instance,
measurement of atomic electronic transitions between different isotopes can teach us about
changes in the nuclear size when neutrons are added/removed to/from the atomic nucleus
[15, 16, 20-22], while the hyperfine structure provides information about the nuclear electro-
magnetic moments. These observations tell us about the distribution of matter and currents
inside the nucleus, and often, unexpected trends along isotopic chains force us to rethink our
understanding of the atomic nucleus and thus bring us closer to a better understanding of
the nuclear force |15, 19, 23|. Atomic parity violation measurements have also represented an
active area of research, providing valuable information about the weak interaction between
electrons and nucleons or even between the nucleons inside a nucleus, thereby facilitating
some of the most stringent tests of the Standard Model at low energy [24, 25]. In addition,
atoms proved to be also very useful for searches of parity and time-reversal (P,T) symme-
try violating effects, whose observation, given our current experimental sensitivities, could
explain the matter-antimatter asymmetry in the Universe, the nature of Dark Matter, and
can help us solve the strong CP problem [18].

Recently, molecules have emerged as a new platform upon which fundamental physics
studies can be performed [26-29]. While their advantages over atoms have been predicted
since the sixties [30], their experimental investigation targeted towards the phenomena de-
scribed above was hindered by their complex energy spectrum due to their extra degrees of
freedom, such as vibrational and rotational [31]. However, the recent progress made in the
AMO community facilitated the use of molecules for new physics searches [28, 29|, which
allowed us to use their complexity to our advantage and often achieve higher sensitivity to
symmetry-violating properties compared to experiments with atoms [14, 17, 32-42]. As dis-
cussed in great detail in Chapters 2 and 3, molecules have levels of opposite parity which can
be more than 5 orders of magnitude closer to each other compared to atoms [14, 17, 26, 27,
31, 43]. Given that many of the effects mentioned above, particularly those violating parity,
scale as the inverse of such an energy difference, performing a measurement in a molecule
can enhance sensitivity to the sought-after effects compared to the same measurement done
in an atom. This has led to molecules setting the most stringent bounds on the P, T-violating
electron electric dipole moment (EDM), more than three orders of magnitude tighter than
the ones obtained using atoms, and allowed tests of C,P-violation physics at the tens of TeV
energy scale, comparable to the energy scales probed by the Large Hadron Collider |28, 29|,
at CERN.

While the enhancement in sensitivity to a wide range of physics scenarios of interest
offered by molecules compared to atoms is clear, it turns out that placing the right nucleus
inside a molecule can provide even further enhancements. In particular, it was suggested
that many symmetry-violating effects could be significantly enhanced, by as much as five
orders of magnitude, in quadrupole and octupole (pear-shaped) deformed nuclei, compared
to nuclei that do not possess octupole deformation [14, 17, 44-46]. However, large nuclear
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deformations, in particular octupole deformation, are only present in short-lived, radioactive
isotopes [47]. Building molecules out of such isotopes takes us to the realm of radioactive
molecules. Hence, using these systems for fundamental physics experiments represents a
compelling choice [14, 17, 44-46]. However, working with radioactive molecules poses ad-
ditional challenges (on top of the inherent complexity of molecules in general). They often
do not occur naturally and instead need to be produced artificially at specific radioactive
beam facilities, such as FRIB [48], ISOLDE [49] or RIKEN [50] and even then, they can
only be produced in tiny amounts (on the order of 107 molecules per second and below), in
very contaminated environments, and can have relatively short lifetimes (from days to below
milliseconds) [51-54]. Thus, sensitive techniques need to be employed for their spectroscopic
studies, and in some cases, the experiments need to be performed online, i.e., the molecules
should be investigated as soon as they are produced [51-54]. All these challenges prevented
spectroscopic studies of radioactive molecules until recent years.

This thesis presents the first precision laser spectroscopy investigation of a radioactive
molecule, radium monofluoride (RaF). The obtained results represent the building blocks
upon which future measurements of symmetry-violating phenomena can be performed using
this molecule, as well as other radioactive molecules of interest. The thesis is organized as
follows. In Chapter 2, the molecular structure theory needed to explain the measured spec-
tra, as well as to extract the fundamental physics of interest from it, is introduced. Chapter
3 discusses various electroweak nuclear properties of interest that can be measured using
atoms and molecules and the physics that can be learned from them, emphasizing the ones
observed in our work and presented in greater detail in the later chapters of this thesis.
Chapter 4 describes the first precision laser spectroscopy study of a radioactive molecule,
radium monofluoride (RaF), presenting the measurement and analysis of its electronic [52],
vibrational [52], rotational [53, 54| and hyperfine [54| structure, as well as its ionization
potential. These measurements allowed the quantification of a laser cooling scheme for RaF
and proved the high sensitivity of this molecule to different nuclear spin-dependent and spin-
independent effects. Chapter 5 describes a new experimental proposal (and the progress on
its implementation in practice) to measure hadronic parity violation using single molecular
ions inside a Penning trap [55]. This approach will allow the investigation of electroweak
nuclear properties in a wide range of molecules, being particularly suited for short-lived,
radioactive species. Chapter 6 presents a new experiment and exciting preliminary results,
built to study very short-lived isotopes (lifetimes < 1 ms) of great importance for nuclear
structure and new physics searches, but until now, out of reach for existing spectroscopic
techniques [56]. Finally, Chapter 7 presents the conclusions of this work with an exciting out-
look on the many new research opportunities laid out for the future in the field of radioactive
atoms and molecules.
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Chapter 2

Molecular Structure Theory

Molecules are excellent laboratories for fundamental physics studies, including exciting
searches for new physics effects, such as violations of the fundamental symmetries of nature
[26, 28, 29, 43]. One of the main reasons for this is the existence of closely spaced levels of
opposite parity, which translates into a high sensitivity to parity violating effects [17, 31, 43].
However, molecules’ complex energy level structure poses additional challenges to investigate
and describe theoretically compared to atoms. The interplay between the various degrees
of freedom, such as electronic, vibrational, and rotational, on top of which, in many cases,
one needs to account for the electron and nuclear intrinsic spins, can make analyzing any
experimentally measured data a daunting task. Fortunately, decades of hard work, both on
the experimental and theoretical side, led to significant progress in allowing us to disentangle
the complicated dynamics of these systems [31]. This chapter gives a brief description of the
properties of diatomic molecules, the notation commonly used, and, more importantly, the
math needed to understand their structure and, therefore, their experimentally measured
energy spectra.

2.1 Spherical Tensors and Angular Momentum

Understanding the energy levels of a molecule is closely related to understanding spher-
ical tensors and their application to the various angular momenta encountered in practice.
One can think of a molecule as a rotating rigid body. Thus, in most calculations, a difference
must be made between the lab frame and the molecule’s internal (co-rotating) frame [31,
57, 58|. This distinction has important consequences. For example, the angular momentum
operators in the lab frame Jx, Jy, and Jz obey the well-known commutation relationship:

[Ji, Jj] = iEz‘ijm (2-1)

where the indices 7, 7 and £ can be any of X, Y or Z and €5 is the Levi-Civita tensor.
However, if we look at the same operators in the rest frame of the molecule (.J,, J, and J,),
i.e., defining rotations around the co-rotating frame axis, we obtain that [31, 57]:

[Ji, Jj] = —i€ijndi, (2.2)

21



where the indices 7, j and k can be any of z, y or z. This anomalous commutation relation-
ship for the angular momentum operator in the body frame means that the usual angular
momentum algebra, built upon the usual commutation relationship, Eq. 2.1, can’t be di-
rectly applied to angular momentum calculations in the rest frame of the molecule. This is
important given that, very often, one needs to combine vectors defined in the lab frame with
vectors defined in the frame of the molecule [27-29, 31]. Often encountered examples of this
are the Stark Hamiltonian, given by the product between the intrinsic dipole moment of the
molecule d and an externally applied electric field E, or the electron Zeeman Hamiltonian,
given by the product between the electron spin S and an externally applied magnetic field
B.

One way to overcome this challenge is based on the formalism described in Ref. [31],
which allows us to easily go back and forth between the lab frame and the intrinsic frame
of the molecule. Thus, one can take a vector from the body frame of the molecule to
the lab frame, perform all the needed calculations there (using the standard tensor algebra
tools), and at the end, rotate that vector back to the rest frame of the molecule. This is a
very powerful approach which facilitates the calculation of most (if not all) matrix elements
encountered in the characterization of diatomic molecules [31].

As the calculations we will perform will use spherical tensors, it is worth relating these
objects with the more commonly used vectors. For a general vector V, with components in
a given frame V,, V,, and V,, we can build an associated spherical tensor (of rank 1 in this
case), T'(V), with the associated components [31]:

L(V)=V,
TL(V) = q:\% (Ve £iV,). (2:3)

Using these, for example, the common dot product between 2 vectors V and W becomes:

V-W =T V) - T(W) =) (—=1)!T (V)T (W). (2.4)
p

This can be extended straightforwardly to higher rank tensors [31]. To achieve the goal
of transforming a spherical tensor from the molecule to the lab frame and the other way
around, there is one more quantity that needs to be introduced, which will be often used in
our calculations moving forward: the Wigner rotation matrix [59]. If we apply a rotation
operator R(¢, 0, x) to an eigenvector of the angular momentum operator, |.J, M), moving it
between two different frames related to cach other by rotations through the Euler angles
w = (9,0, x), we have:

R(w) | J, M) =Y " |J, M") Dy (w). (2.5)

M’

The resulting (2J + 1) x (2J + 1) matrix, Dy, (w), is called the Wigner rotation matrix.
Using it, we can now write the expression relating the components of a spherical tensor (in
general of rank k) from the lab frame to the body frame of the molecule and back [31]:
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Z D(k) V)
Z D(k) ),

where p and ¢ refer to the lab and molecular frame, respectively. Before proceeding to
look into calculating matrix elements of spherical tensors and thus matrix elements of the
various molecular Hamiltonians of interest, which is the ultimate goal in calculating molecular
properties, two more very important mathematical objects need to be introduced: the Wigner
3-j symbol and the Wigner-Eckart theorem [31, 60].

In molecular physics, coupling of the angular momenta plays a fundamental role (e.g.,
see Sec. 2.2 about Hund’s cases). In performing calculations, introducing the so-called
Wigner 3-j symbols proves to be of great help. In general, a coupled angular momentum
eigenstate |J, M) and the associated uncoupled eigenstate |Ji, M) |Jo, M) can be related
as:

(2.6)

M) = > Ty, My) | Jo, My) (Jy, Ja, My, Ma|J, M) (2.7)

My, Mo

using the Clebsch—Gordan coefficients, (.J;, Jo, My, My|J, M). The values for these coefficients
are tabulated and can also be calculated for any values of J's and M’s. Given their properties,
the above relationship can also be easily inverted, giving:

T, My) | T, M) = | J, M) (i, Jo, My, Ma|J, M) . (2.8)
J,M

Using the Clebsch-Gordan coefficients, one can then define the Wigner 3-J symbol as [31]:
Jl Jl J3 — (_1)J1—J2—M3 (2J3 + 1)—1/2 <J1 J2 ]\/[1 M2|J3 —M3> (2 9)
Ml ]\4’2 M3 - ) ) Y ) N *

Next, we will mention the famous Wigner-Eckart theorem and its importance in ap-
plying tensor algebra to quantum mechanical calculations. This theorem states that:

_ J kJ
A = o (8 Y. e
with the reduced matrix element (J||T*(V)||J’) defined as:
k A J-N J ko J k / !
JITEV)IT)y = Y (=1) N p ) NIV N (2.11)
N,N’p

The meaning of this theorem is that, in order to calculate a given matrix element, one needs to
calculate a reduced matrix element, which doesn’t depend on M, M’, or k, and it thus needs
to be calculated only once for all (27 +1) x (2k+1) x (2.J' +1) possible (J, M|T}(V)[.J', M)
matrix elements and a Wigner 3-j symbol, which is different for different M, M’, or k but
can be easily computed (or looked for in existing tables).
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2.1.1 Useful Formula for Calculations of Matrix Elements of Spher-
ical Tensors

Using the tools described in the previous section, together with formulas which can be
derived from them (see Ref. [31] for more details on various derivations of formulas used in
this section), we can calculate a wide range of matrix elements of interest (with or without
external fields present), some of which will prove to be useful in the upcoming chapters.
Before deriving some of these matrix elements, I will briefly mention below several formulas
that appear often and thus are very useful in various calculations.

For a first-rank tensor, the reduced matrix element is given by:

(JINTHIDNIY = 850 [J(J +1)(2J + )]V (2.12)

If we have two angular momenta J; and Jo which couple to give a total angular
momentum J and an operator acting only on one of the angular momenta (say J1), T%(V1),
we have [31]:

J kJ

(1, oy J, My T (V)| Ty, ', M) = (1)~ (-MJ p M,

) (o oy J|TH V1T T T

(2.13)
with

JT T

(Jl,Jg,JHT’“(Vl)HJ{,JQ,J’):5,]2‘75(—1)"'*"1*"2*"’[(2J+1)(2J’+1)]1/2{J I k}<J1||Tk(V1)||J;>.

(2.14)
JJ Ty . . : Lo . .
The { J gk term is a Wigner 6-j symbol, which is the extension of the Wigner 3-
j symbol, which is used when two angular momenta are coupled, |Ji, M) |Jo, Ms), to the
case of 3 angular momenta coupling |J1, My) |J2, Ma) | J3, M3). We can also have Wigner 9-j
symbols appearing when four angular momenta are coupled, and so on. Their expressions
become increasingly complicated, but they can be easily calculated numerically and are
usually available in many packages, for example, in Python.
A closely related formula involving the scalar product of 2 spherical tensors, each
acting on one of the two angular momenta involved, J; and J5 (more general results can be
obtained, but they are not needed for calculations performed in this thesis) is given by [31]:

(J1, Jo, J, My |TH(Vy) - TH(V2)|J7, Jy, ', MY) =

/ Jy JyJ
Ji+J+J2
(—1) +J+ (5J,J/(5MJ,M‘/] {Ji J; L

. . . , (2.15)
} (T (VI (T (V)1 )

Useful formulas often needed when computing products between two spherical tensors,
one defined in the lab and the other in the molecule’s frame also involve matrix elements of
the Wigner function. Below, we list some of which will be used in the derivations presented
below [31]:
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K, VT A O — (1 \ M9 / e J kT J k J
(J, M, QD (w)*|J', M, Q) = (—1) [(2J +1)(2J +1)] <_Q . o)\ )

(2.16)

J kJ

(k) x| 7/ L ON — (1) M
MDA ) = (1P (T

) (L QADB @)Ly, (217)

where D(,f ) means that the matrix element is reduced only relative to the lab frame system
(not the rotating one). From the previous two equations, we also get:

J Kk J

(k) * 1 O 1\
O R SVl /Y

) (2] + 1)(2J" + 1)]'/2. (2.18)

There are other useful formulas one can derive, and many of them are presented in
Ref. [31]. The ones shown above, however, are enough to allow us to calculate a wide
range of matrix elements of interest, some of which I will derive below. I will limit the
calculations only to X% and *II;/, states, which are the electronic levels appearing in the
experiments/calculations presented in this thesis. Still, they can be extended straightfor-
wardly (eventually using equivalent formulas for higher-order tensor ranks) to other kinds of
electronic states. The purpose of these derivations is not to cover all possible cases one can
encounter in practice but to provide explicit examples of using spherical tensors for molecular
calculations in a wide range of scenarios, helpful in calculating the matrix elements of many
Hamiltonians of interest. As these derivations will depend on the basis used, the reader
might first want to read Sec. 2.2 first, in which the various Hund’s cases and associated
good quantum numbers are introduced.

2.1.2 Zeeman Interaction in a 2XT State

The associated Hamiltonian, in this case, is given by:

Hg = —gg,uBB : S7 (219)

where gg is the electron g-factor, up is the Bohr magneton, and we will use a Hund’s case
(b) basis for our calculations (see Sec. 2.2). The obtained matrix element is:

M = —gup *ST,A=0,S N,J, M;|T"(B)-T"(S)|?’S*,A=0,S, N, J , M}). (2.20)

If we take the direction of the magnetic field as the z-axis of the laboratory frame and denote
its magnitude by B,, the expression above becomes:

M = —g,upB. (S, N, J, M;|T,_,(S)|S, N, J', M}) (2.21)
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where we dropped the X" and A = 0 parts i.e. the electronic state doesn’t change. This
has the same form as Eq. 2.13 with the notation J; — S and Jy — N. Thus, the matrix
element becomes:

, J 1 J
- _ _1\/—M, 1 !
M = —gupB.(—1) ( Vo0 M}> (S, N, J||TX(S)||S, N", J') . (2.22)

Then, using Eq. 2.14 we get:

!/
M:—gsuBBx—l)J-Mf( o jé) v (~1)7 S (2] 1 1) (27 + 1))
- J
(2.23)
S J N 1
{5 5 Yheirsis,
Finally, using Eq. 2.12, we get the final form of this matrix element:
J 1 J ' S J N
— _1\/ M, (1) HSEN+L
M= gs,U/BBz( 1) (_MJ 0 ]\/f}) 5N,N( 1) {J S 1 } X (2.24)

x [(2J + 1)(2J + 1)S(S + 1)(28 + 1)]'/*.

Cumbersome as it looks, this expression can now be easily evaluated for any pair of spin-
rotational levels in a molecule. For example, for the ground rotational level, N = N’ = 0
and J = J' = 1/2, and a magnetic field of 1 Gauss, we obtain M ~ 1.4 MHz.

2.1.3 Zeeman Interaction in a *IT;, State

It is instructive to also calculate the matrix element of the Zeeman Hamiltonian in
a ?Il; )5 state, where the commonly used angular momenta coupling corresponds to Hund’s
case (a) (see Sec. 2.2), with the basis:

A, S, 2, J,Q, My) . (2.25)
The corresponding Zeeman Hamiltonian now is (we are ignoring, as in the previous deriva-
tion, the contribution due to the molecular rotation):

H = —gsppS-B — grupL - B, (2.26)

where L is the electron orbital angular momentum and g; the associated g-factor. We will
first treat the first term in the Hamiltonian and assume that the magnetic field is pointing
along the z-axis of the lab frame. We then get for the corresponding matrix element:

M = —gsup (A, S, X, J,Q, MJ|BZTP1:0(S)|A’, SN T QM) (2.27)

However, unlike the previous case, the electron spin is better described in the rest frame of
the molecule rather than in the lab frame. Thercfore, we will write T)_4(S) as T,_o(S) =
> ¢ Doy (w)* T (S). The matrix element then becomes:
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M = —gsupB. Y (A, S, %, 1,9, My|D}, (w) T} (S)|A, S X, T, Q, M))

q
(2.28)
= —gsupB. Y (J,Q, M|y, (w)*|.T, ', M) (A, S, ST, (S)|N, 5", %) .

Using Eq. 2.16 we get:

1 ST O AN 1\ M= / e J 1T J 1 J
(2.29)
and from the Wigner-Eckart theorem together with Eq. 2.12:
(A, S, [T, (SN, 8, 5) = (A|A) (S, 2T, (S)]S", &)
! 2.30
_ 5A,A’6SS/(_1)S_Z < SE 1 S/) [S(S+ 1)(2S+ 1)]1/2 ( )
Y ¢
Thus, we obtain:
_ , 2 J 1 J J 1 J
e e (% L2 (b )
_ S 19
Saadss (—1)57> (-2 . z) [S(S +1)(25 + 1)]'"2.
(2.31)

In this case, all values of ¢ = 0, £1 contribute. If we restrict ourselves to the ¢ = 0 case and
let J = .J’, the above expression greatly simplifies to:

_ _gS,LBB (=)Mo= 5=2(2 ] 4 1) [S(S + 1)(25 + 1)]** x

J 1 J\(S 18 (2.32)
Q 0 Q —M; 0 M;)\=-X 0 %)’
which, upon using the general formula:
J 1 J JM M
= (-1 , 2.33
<—M 0 M) = (J(J + 1)(2] + 1))/ (2.8

gives:

M = —gspupB.(—1) 2 =DHED (9] 4 1) [S(S + 1)(25 + 1)) x

Q M, )y
(J(J +1)(2J + )2 (J(J + 1)(2J + 1))2(S(S + 1)(25 4 1))/ (2.34)
B B QMY
—gspB ZJ(J—l—l)
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Similar results are obtained for the second term of Eq. 2.26, with g¢ — g, and ¥ — A
which in the end gives for the matrix element for the Hamiltonian in Eq. 2.26 the very
simple expression:

QM

NS Y. JQ M;HIA,S, X, J,Q,M;) = —ugB, b A)——.
<77 y Jy iy Jl |77 g Syl J> UB (98 +9L )J(J+1)

(2.35)

Given that we have gs =~ —2 and g, ~ —1 (the exact values depend on the exact molecular
state under consideration), for a *II; > state with A = 1 and ¥ = —1/2 we get that gsX +
g\ ~ 0 and thus the calculated matrix element in this case is also ~ 0.

2.1.4 Stark Interaction in a 2Y* State

The Hamiltonian for the Stark interaction, between the intrinsic dipole moment of the
molecule, d, and an externally applied electric field E is:
Hs=—-d-E. (2.36)

We will use Hund’s case (b) and take the direction of the electric field to be along the lab
frame z-axis, whose magnitude we denote by F,. The matrix element is then given by:

M = _Ez <A = O, S, ]\[7 J, MJ|TI}:0(d)|A — 07 5’7 ]\[/7 J/7 Mf]>
= —E.Y (A=0,5,N,J,M;|T}(d)Dg (w)*|A = 0,8,N',.J', M7}). (2.37)
q

Since we work in a given electronic state, we only need the ¢ = 0 term. Thus we get:

M= —E, (A= 0,8 N,J, M;|To(d)Dfy) (w)*|A = 0,8, N', .J', M})

(2.38)

= —Ez (A =0|Ty(d)|A = 0) (A = 0,5, N, J, My D) (w)*|A = 0,S,N', J', M) .
The D = (A = 0|T;(d)|A = 0) term represents the z-component of the matrix clement of
the dipole moment in the rest frame of the molecule (this value needs to be measured
experimentally or calculated numerically, but it is a constant for a given electronic state),
we get:
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M =—E;D(A=0,8,N,J, M;|DS (w)*|A = 0,8, N, .J', M})

!
:—EZD(—l)J‘MJ( S Aj)<N75,A:o,JHDFg)(w)*HNQS,A:o,J'>
— iy J
- _ _1\/—My J 1 J _ 1\ +S+N+1 / 1/2
— _E.D(-1) a0 an) D (27 + 1)(27 + 1)]V2

2.39
{3 5 1y (2.39)

: 17 )
— EZD(_l)J—MJ—i-J +S+2N-A <_]‘(4J 0 ]éJ) [(2J—|— 1)(2J 4 1)]1/2 %

{]i o f} (j\f\ : ]D (2N + 1)@ + 1)),

where to obtain the expression in the second line, we used Eq. 2.14, 2.17 and 2.18. For
example, for NN =N+1=1,J =J=1/2, D=3 MHz/(V/cm) and E, = 1 kV/cm, we
get M =1 GHz.

Using this expression for the matrix element, we can also extract the selection rules for
electric dipole transitions between rotational levels within the same electronic (and vibra-
tional) level, based on the properties of the Wigner 3-j symbols (of course, for such transitions,
we need a time-varying field, but the derivation remains the same). For the considered 2X+
state (i.e. A =0) they are given by: AN =N —N=+land AJ=J —J=1/2,+1.

2.1.5 Stark Interaction in a *II; , State

As in the Zeeman interaction case, we also show, for comparative purposes relative to
the 27 case, the matrix elements of the Stark Hamiltonian in a *II; 5 state. We will use
again a Hund’s case a basis (Eq. 2.25) and take the direction of the electric field as the
z-axis of the laboratory frame, whose magnitude we denote F.. Then, the matrix element
becomes:

M = _Ez <A7 S, 27 J7 Qv MJ|Tpl:0(d)|Alv Sl: 2/7 le QI? Alfl> : (240)

Again, it is more convenient to express the dipole moment in the rest frame of the molecule:

M=—E.Y (A S,%,J,Q MDDy (w) THA)|N, ' X, T, Q' M)
q

—- _E, Z J, 0, My D§) (w)*| 7, Q' M) (A|TH(d)|A') Sssr 055

/ J 1T J 1T ,
= -F, Z )2 Mm2 (27 +1)(2J" + 1)) <_Q . Q/) (—MJ 0 M}) (AT} (Q)|AN) 55005,

(2.41)

29



where we used Eq. 2.16, together with the fact that the dipole moment doesn’t act on
the electron spin, thus it doesn’t change S and ¥ (an important consequence of this fact is
discussed in more detail in Chapter 5, in the context of the Stark interference technique). If
we keep as before only the ¢ = 0 component and denote the molecule frame electric dipole
moment by D = (A|T}(d)|A’) we get:

<A7 S: 27 J: Q7MJ|HS|A7 S7 27 J/7Q/7 MZ]> - DEZ(_l)QJ_MJ_Q [(2J + 1)(2J/ + 1)]1/2 X
J 1 J J 1 J
—a 0 o) \-M;, 0 M)

If we take J = J' =1/2, D =3 MHz/(V/cm) and E, = 1 kV/cm, we get M =1 GHz. We
can again use this matrix element to extract the selection rules for electric dipole transitions
between rotational levels within an electronic (and vibrational) state of the molecule. In the
considered case, the transition is allowed only if AJ =J —J =0,£1 and AQ = AM; = 0.

(2.42)

2.1.6 Fermi Contact Interaction in a X" State

Hyperfine interactions play an important role in understanding the spectra of molecules
in which one of the constituent nuclei has a spin greater than zero. It can even provide valu-
able information about the inner structure of the nucleus itself (this topic will be described
in detail in Chapter 4, in the context of the hyperfine structure measurement of *>°RaF
[54]). One of the terms appearing in the hyperfine Hamiltonian, the so-called Fermi contact
interaction term, is given by [31]:

Hrpopmi = bpT*(S) - T(T), (2.43)

where bp is a hyperfine structure constant quantifying the coupling strength between the
electron spin S and the nuclear spin I. Given that for the ?*RaF case, which will be of
interest to us, the interesting hyperfine structure effects come from the ground electronic
state, which is a 22+, we will calculate the matrix element of the above Hamiltonian in this
state, assuming a Hund’s case b coupling (see Sec. 2.2). The matrix element of interest then
becomes:

MFermi = bF <A) Na Sa JalvFa MF|T1(S) : Tl(I)lAlea Sa lelvFlv Mg‘)v (244)

where F is the total angular momentum of the molecule, including the nuclear spin. Given
that we are interested only in a given electronic manifold, 22", we assumed from the start
that A and S don’t change. Also, the spin of the nucleus is constant (it doesn’t depend on

the electronic state of the molecule). Using Eq. 2.15, the above matrix element becomes
[31]:
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I J F

{7
{

Mrermi = bp(=1)" T 85 pr0yry 01, } (NS TNTHS)IIN, 8, J) (TN TH D))

I J F

= bF(_l)J/+F+I(SF,F,5MF»A[;: J_ I 1

} (7 +1)(27 + 1)V (N, S, J|[T' (S)||N', ., ).
(2.45)
Now, using Eq. 2.14, this becomes:

I J F

Mrpermi = bF(_l)J/+F+15F7F’5MF,M§7 {J 71

} [I(I+1)(2I + 1)]"*x
(- e ner 01 {5 L T sirss
— deN,N/(SF,F/dMF,M%(—1)J+J’+F+S+N+I+1 (2] 4+ 1)(2J" + 1) I(I + 1)(2] + 1)S(S + 1)(28 + 1)]'/?

I J F|[S J N
J I 1 J S 1/’

which can be easily calculated for a given spin-rotational /hyperfine level.

(2.46)

2.2  Angular Momentum Couplings and the Hund’s Cases

Various angular momenta are present in a diatomic molecule, and their interactions
lead to the observed rich spectra [31, 57, 58, 61]. It is often the case that some of these
interaction are (much) stronger than others, and a specific basis can be chosen to reflect
that, such that the off-diagonal matrix elements of the Hamiltonian under consideration in
that basis are as small as possible [31, 57, 58, 61]. Each such situation (and an associated
basis) corresponds to a Hund’s case and they will be described below [31, 57, 58, 61, 62].
There are five Hund’s cases usually considered in literature, labeled alphabetically from "a"
to "e" and the classification of electronic states into one of these cases is based on the relative
magnitude of 3 energy scales: electronic, spin-orbit and rotational [31, 57, 58, 61, 62|. The
involved angular momenta used in this classification are:

S - the electronic spin angular momentum

L - the electronic orbital angular momentum

R - the rotational angular momentum of the nuclei

N - the total angular momentum, exclusive of electron/nuclear spin (N =L + R)
Je - the total electronic angular momentum (J, = L 4 S)

J - the total angular momentum of the molecule, exclusive of nuclear spin (J = N + S)

Note that this classification of Hund’s cases doesn’t depend on the nuclear spin.
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Figure 2.1: Angular momentum coupling in a diatomic molecule for Hund’s cases (a), (b),
(¢), (d) and (e). See main text for details.
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2.2.1 Hund’s Case (a)

This situation is useful when strong electrostatic forces make the orbital angular mo-
mentum of the electron L to be coupled to the internuclear axis around which it precesses,
while the electron spin, S, is coupled to L through a strong spin-orbit interaction. The
projections of L and S on the internuclear axis are denoted by A and ¥, while their sum,
which is well defined in this Hund’s case, is 0 = A+ X. The total angular momentum of the
molecule, J, is then the result of the coupling of Q with R [31, 57, 58, 61, 62]. Figure 2.1
shows a diagram of the vectors coupling in this Hund’s case.

Hund’s case (a) is most useful when the spin-orbit interaction is much larger than the
rotational one, parameterized as:

AN > BJ, (2.47)

with A and B being the spin-orbit and rotational constants, respectively. This shows that for
high enough rotational quantum numbers, .J, the Hund’s case (a) becomes a worse description
of the system, and a different Hund’s case or an intermediate description between two such
cases could be more appropriate. Assuming the condition in Eq. 2.47 holds, the wavefunction
used as the basis in the Hund’s case (a), written in terms of the good quantum numbers, is
A, S, %, J,Q, M) [31].

It should be emphasized again that this basis doesn’t diagonalize the molecular Hamil-
tonian (and the diagram in Fig. 2.1 is an idealized scenario associated with this angular
momentum coupling scheme). While it leads to a Hamiltonian matrix with off-diagonal
terms as small as possible, there are usually terms in the molecular Hamiltonian mixing
different Hund’s case (a) basis wavefunctions. For example, the so-called spin uncoupling
term, J - S, which arises from the rotational Hamiltonian [31]:

H,n = BR*=B[J —L—S]?, (2.48)

can couple wavefunctions with ¥ or €2 differing by +1. While small, such terms must be
accounted for when trying to understand a molecular spectrum, especially at high enough
spectroscopic resolution.

Finally, in a Hund’s case (a) description of an electronic manifold, we have 25 + 1
fine-structure levels, as a result of the spin-orbit interaction, of energy AXA (and labeled
by their ), on top of which we have the much smaller rotational splitting, with rotational
levels of energy BJ(J+1) [31]. Hund’s case (a) is used to describe the first excited electronic
level of the RaF molecule, 2II; 5, in Chapter 4 [52-54].

2.2.2 Hund’s Case (b)

This situation applies to cases where A = 0 or A # 0 but the spin-orbit coupling is
so weak (usually much weaker than the rotational interaction) that the electron spin S is
not coupled to the internuclear axis. In this case, ¥ and therefore 2 are not well defined,
and a different coupling scheme (shown in Fig. 2.1) is used to characterize this Hund’s
case. Here, the projection of L (which is still strongly coupled to the internuclear axis
and rapidly precesses around it) first couple to the rotation of the nuclei, R, forming the
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vector N. Finally, the electron spin S couples to N to form the total angular momentum of
the molecule, J. The corresponding basis wavefunctions, together with the good quantum
numbers in this basis are: |A, N, S, J, M;) [31, 57, 58, 61, 62]. Hund’s case (b) is used to
describe the ground electronic level of the RaF molecule, 2%, in Chapter 4 [52-54].

It should be mentioned at this point that both Hund’s case (a) and (b) basis are
complete, and in general, calculating molecular Hamiltonian matrix elements (see Sec. 2.1)
can be done in either (although, as mentioned, one is usually significantly easier to use than
the other depending on the electronic state). It is often the case that calculations need to
be performed (e.g., transition probabilities) involving spin-rotational levels of two electronic
manifolds [53, 54|, each of which is better described by a different Hund’s case among the
two considered so far. In this case, one needs to perform a transformation from one basis to
the other. The formula for converting from Hund’s case (b) to Hund’s case (a) is [31, 63]:

1/2 1/2

S N J
|A7N,S,J,MJ>:92/222/2(—1)“9\/21\7“(2 A _Q) A, S, 5, J,Q, M) . (2.49)

The other 3 Hund’s cases left are not used for the analysis of the measured spectra
presented in this thesis, therefore they will just be briefly described below for completeness.

2.2.3 Hund’s Case (c)

In the previous two cases, the Coulomb electrostatic interaction was assumed to be
strong enough to force the electronic orbital angular momentum L to precess around the
internuclear axis. In Hund’s case (c), the spin-orbit interaction is so strong that that L first
couples to S to form Je, which then precesses around the internuclear axis (see Fig. 2.1 for
the coupling scheme in this case). This is usually the case in heavy molecules [31]. The
projection of this vector on the internuclear axis 2 (which is again a good quantum number
as in Hund’s case (a)) combines with the molecular frame rotation, R to form J [31, 57, 58,
61, 62]. It should be emphasized that, unlike Hund’s cases (a) and (b), in Hund’s case (c) A
is not good quantum number anymore. Thus, the electronic levels can’t be labeled using it
anymore (e.g., 3, TT). The basis wavefunctions in this case, together with the good quantum
numbers, are |J., J, 2, M) [31].

The next 2 Hund’s cases are less commonly used, but they can be useful in the descrip-
tion of higher lying, Rydberg molecular states [31, 57, 58, 61, 62]. While this might appear
not very relevant to the topics presented in this thesis, as described in detail in Chapter 3,
the RaF molecule presents some peculiar properties that could allow the investigation and
quantum control of such Rydberg states, which could be very useful in future measurements
using this molecule [14].

2.2.4 Hund’s Case (d)

In this case, the rotational interaction dominates over the electrostatic and spin-orbit
one, the latter one being particularly weak. Then, the coupling in Fig. 2.1 emerges where
the electronic angular momentum, L, couples directly to the rotation frame of the molecule,
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R, forming N, which subsequently couples to the electron spin S (assuming S > 0) to form
J [31, 57, 58, 61, 62]. In this case the basis wavefunctions, together with the associated
good quantum numbers, are: |R,L,N,S,J) [31]. Note that there is no projection on the
molecular axis good quantum number in this case.

2.2.5 Hund’s Case (e)

This case is similar to the previous one, in that the Coulomb electronic interaction
is very weak (mainly because the electronic levels under consideration are high-lying ones),
leading again to no molecular axis projection good quantum numbers. However, unlike
Hund’s case (d), the spin-orbit coupling can have an energy comparable to the rotational
one. In this situation, we have the coupling scheme shown in Fig. 2.1, where LL and S couple
to form Je, which then couples to the molecular rotation, R, to form J [31, 57, 58, 61, 62].
The basis wavefunction and the associated good quantum numbers are then: |R, J,,J) |31].

2.3 Spectroscopic Notation for Molecules

Labeling different electronic levels in a molecule depends on the Hund’s case best
suitable to describe that state. For example, in a Hund’s case (a) or (c), © is a good
quantum number, and hence it is used to label the state, but this is not the case for a
Hund’s case (b) (we won’t be looking at Hund’s cases (d) and (e) in this thesis moving
forward). Generally, when naming a molecular electronic level, one starts with a Roman
letter. By convention, for the ground state, this is X. Then, going higher in energy, the
states are labeled in alphabetical order, using uppercase letters (A, B, C' ...) for the states
with the same multiplicity (total intrinsic electronic spin) as the ground electronic state and
using lowercase letters (a, b, ¢ ...) for states with a different multiplicity compared to the
ground state |31, 57, 58|.

Following this, for a Hund’s case (a), the notation takes the form [31, 57, 58]:

2FINE, (2.50)

where S'is the electronic spin, A is the electronic orbital angular momentum projection along
the internuclear axis denoted as ¥ for A = 0, II for |[A| = 1, A for [A| = 2, ® for [A] = 3 and so
on, while 2 = A + ¥ is the total projection of the electron angular momentum (J, = L +.5)
along the internuclear axis. Finally, the superscript + is related to the symmetry of the
electronic wavefunction when reflected through a plane passing through the internuclear
axis. An example of this notation is the first excited electronic state of the RaF molecule,
Iy /2 [51-54]. The same notation is also used for a Hund’s case (b) electronic level, with
the exception that Q (which is not well defined in this case) is omitted. For example, the
ground electronic state of RaF is 227 [51-54]. For Hund’s case (c), A is not a good quantum
number anymore, but often, in labeling electronic levels in this case, the closest Hund’s case
(a) or (b) that can describe them is mentioned in square brackets. For example, the first
excited electronic state in PbO is labeled as a(1) [*X7] [64]. Note the lowercase letter used
here, a, due to the fact that the ground state of PbO, X'¥*, has a different multiplicity
than the considered state [64].
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2.4 Parity of the Molecular Wavefunctions

Before starting to talk about the molecular Hamiltonian, it is worth mentioning the
behavior of the molecular wavefunctions under the parity operation, which flips the sign of
the spatial coordinates in the lab frame (not in the molecule’s rest frame):

T —x
P:lyl—-1—-v]. (2.51)
z —z

The derivation is straightforward but a little tedious, so here we will present the final
results for Hund’s cases (a) and (b), which will be of interest to us in the rest of the thesis
(a detailed derivation can be found in Ref. [31]). For a Hund’s case (a), we have [31]:

PN, S, %, J,Q,M) = (—1)""9|-A, S, =%, J, —Q, M) (2.52)

This is true for all values of A, except for the X~ states, where the expression on the right
must be multiplied by —1. While the Hund’s case (a) wavefunction is not an eigenstate of the
parity operator, the eigenstates can be built as linear combinations of such wavefunctions.
For example, for the excited 211, /2 electronic state of the RaF molecule [51-54], the positive
parity states are:

_ b

V2

and the negative parity ones:

(A=1,85S=-1/2,J,Q=1/2, M)+ (-1)"""?|A = -1,8, ¥ =1/2,J,Q = —1/2, M)),
(2.53)

+)

1

V2

For a Hund’s case (b) wavefunction, we have [31]:

(JA=1,5%=-1/2,J,Q=1/2,M) — (-1)" V2 |[A = -1,8, 2 = 1/2,],Q = —1/2, M)) .
(2.54)

=)

P|A,N,S, J M;) = (=1)"|=A,N, S, J, M), (2.55)

again, with an extra —1 factor on the right for ¥~ states. For the 2X* electronic state,
describing the ground electronic levels of RaF and SiO" described in Chapters 4 and 5
[51-55|, given that A = 0, we have levels of opposite parity alternating with N. In both
Hund’s cases, the vibrational wavefunction, which depends only on the magnitude of the
internuclear distance and not on its orientation, doesn’t change under parity, and therefore,
the vibrational quantum number is not included in the expressions above.

Finally, it should be mentioned that the labels e and f are also commonly used to
denote the parity of molecular levels instead of + (e.g., the default setting in the PGOPHER
software used to simulate molecular spectra) [65]. The label e is used for states of parity
(=1)7 if J is an integer or (—1)7='/2 if J is a half-integer. The label f is used for states of
parity —(—1)7 if J is an integer or —(—1)7/=!/2 if J is a half-integer.
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2.5 Molecular Hamiltonian and the Born-Oppenheimer
Approximation

A diatomic molecule consists of two nuclei and several electrons, interacting with each
other electromagnetically. While the weak interaction can play a measurable role in diatomic
molecules, as described in detail in Chapter 5, it will not be discussed for now, as its effect is
much smaller than the ones due to the electromagnetic interaction [26, 27, 43, 55]. Therefore,
the Hamiltonian for a diatomic molecule in free space can be written as [31]:

2

Z Zse?
Hmo = _h’2 -5 z - 122 H Sz' 2.
: Z 2M Z Vit Z dmegr; Z 47Teorza dmeg R +H(S:), (256)

a=1

where h is the reduced Plank constant, €y is the electric permitivity of vacuum, M, and
Z, are the mass and atomic number of the nucleus. «, m and e are the electron mass and
charge, r;; is the distance between electrons ¢ and j, r;, is the distance between the electron
¢ and nucleus a. R is the distance between the two nuclei. The first two terms are the
kinetic energy of the nuclei and electrons, respectively. The third term is the electrostatic
energy due to electron-electron interaction. The fourth term is the electrostatic interaction
between electrons and nuclei. The fifth term is the electrostatic interaction between the two
nuclei. Finally, H(S;) is the Hamiltonian containing interactions involving the electron spin
(for now, we ignore the Hamiltonian related to the nuclear spin), leading to the fine structure
of the molecule.

We can remove the translational motion energy from the above Hamiltonian (which
doesn’t change the measured spectrum of the molecules in an isotropic space) by moving to
a frame with the origin at the center of mass of the two nuclei (note that this frame is still
fixed, i.e., not rotating with the molecule) [66, 67]. In this case, the Hamiltonian becomes
[31]:

<
Hmol = - % Z v72 Ml + ]\4’2 Z V V T Z 477'607’1 B Z 471'607”10[ (SZ)
=1 J Of,

h Z1Zoe?
——V R+ L’
21 dmegR
(2.57)
where p = J\J/KLAJ/\I/ZIQ is the reduced nuclear mass. Notice the new term appearing in the Hamil-
tonian in this new frame, —m > y Vi - Vj, called the mass polarization term. While

this is the full molecular Hamiltonian in the stationary, lab frame, calculations involving
this Hamiltonian (using the formalism of effective Hamiltonian described in Sec. 2.7) are
greatly simplified if the electrons’ coordinates are expressed in a frame rotating with the
molecule (which makes sense intuitively, as the electrons rotate with the nuclei in the lab
frame). If we express the electronic coordinates (as well as its spin) in the rotating frame,
the molecular Hamiltonian becomes (we will separate the kinetic term of the nuclear part of
the Hamiltonian moving on, similar to Ref. [31]):
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(2.58)

The first term in Hy corresponds to the vibrational energy of the molecule, and the second
term to the rotational energy. Note that the form of the operator J — L — S comes from
expressing the electron spin S in the rotating frame (which corresponds to Hund’s case (a)).
If we were to express it in the lab frame (corresponding to Hund’s case (b)), that operator
would become N — L, where N is the total angular momentum of the molecule except for
the electron spin S. This distinction is important in practice when performing calculations
using electronic levels described by different Hund’s cases.

Now that the Hamiltonian is expressed in the frame most convenient for future cal-
culations (Eq. 2.58), the ultimate goal is to solve the Schrodinger equation associated with
this Hamiltonian:

Hmolee = ENewNea (259)

from which all the molecular energy levels, Ey., can be obtained, as well as any other
operator of interest, using the wavefunction, ©n.. Here, the "Ne" subscript denotes the fact
that the wavefunction and the associated energy depend both on the electrons and nuclei.
In general, any solution of Eq. 2.59 can be written as an infinite sum [31, 57]:

e = Z_ (s, R (R, 0, 0), (2.60)

where 9! are orthonormal eigenstates of the electronic Hamiltonian, H,, and thus they
depend only on the electrons coordinates (in the rotating frame), r;. This dependence varies
as a function of R, while the dependence on the rotation angles, 6, and ¢ of the molecular
frame is taken entirely by the functions ¢%. In general, this equation cannot be solved
exactly. A main challenge to solving this equation arises from the fact that the nuclear motion
couples different electronic levels together, so in order to solve the Schrodinger equation
exactly, one would need to include all these (infinite number of) electronic states and solve
for them simultaneously [31, 57|. Thus, a perturbative approach is taken, which doesn’t
include all the physics contained in the Hamiltonian in Eq. 2.57, but which can explain
the data with high precision (assuming enough terms are accounted for in the perturbative
expansion) [31]. This is the main idea behind the effective Hamiltonian formulation described
in Sec. 2.7. For now, we will follow a simpler approach and solve the Schrodinger equation
(Eq. 2.59) using the famous Born-Oppenheimer approximation [68], which is able to retain
a good amount of the physics of interest while allowing us to express the total molecular
wavefunction as a product between an electronic (in the rotating frame of the molecule), a
vibrational, and a rotational wavefunction [31, 57, 68|. Deviations from this simple picture
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and couplings between these wavefunctions, as well as the effect of the electronic spin, S,
will be discussed in Sec. 2.7.

In order to get to the Born-Oppenheimer approximation [68|, one begins by ignoring
all couplings due to the nuclear motion between different electronic levels. This is a valid
approximation, as usually, these couplings are small, given that the mass of the nuclei is
much larger than the electrons, and thus one can imagine that the electrons are able to follow
the nuclear motion adiabatically and, therefore, the electronic eigenstates of the system do
not change [31, 57|. In this case, the molecular eigenfunction can be written simply as
the product between an electronic wavefunction (which is an eigenstate of the H, in Eq.
2.57) and a nuclear wavefunction, ¢y (R, 0, ¢), which is, in general, different than the ones
appearing in Eq. 2.60 [31, 57]:

wNe = d]e(r: R)¢N(R797@)7 (2'61)

and the associated Schrodinger equation becomes:

(He + HN)l/)e(I‘, R)¢N(Ra 97 QS) = ENewe(n R)¢(Rv ‘9a gb)

Hab(r, R) = E.(R)Y.(r, R), (2.62)

from which we obtain [31]:

(E6<R> - Hy - ;L / w:vzwedr> o0, 0) = Exc(R)on(R,0,0). (2.63)

If the % J ¥:V%i.dr term is kept, we obtain the adiabatic approximation [31, 57]. However,
if we go one step further in our simplifications and ignore this term, thus removing any
motional coupling between the nuclei and the electrons, we obtain the Born-Oppenheimer
approximation [31, 57, 68]:

(Ee(R) + HN) ¢N(R7‘97¢) = EN6¢N(R)9)¢)' (264)

Despite its multiple layers of simplifications, this equation can provide a very good picture
of the different degrees of freedom in molecules, and it is usually a very good approximation
for closed-shell molecules [31, 57]. Moreover, it represents an excellent starting point for the
analysis of the data presented in Article 1 of Chapter 4 [52], in which the effects of replacing
one of the nuclei in the molecules with its isotopes are investigated.

By solving Eq. 2.64, we can quantify the rovibrational motion of the nuclei in the
potential created by the electronic cloud, E.(R), and thus compare it to the experiment.
The rotational part can be extracted relatively easily, with the energy given by [31]:

hQ
- 211 R?
where () is the projection (in a Hund’s case (a) picture) of the total angular momentum of

the molecule, J, on the internuclear axis. Note that this rotational energy still depends on
R, which means that in order to get the full contribution of this term to the nuclear energy,

E,ot(R) [J(J+1)— 7], (2.65)
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we need to average it over the vibrational wavefunction, which is achieved by adding Eq.
2.65 to E.(R) in the vibrational Schrodinger equation.

One main challenge in solving the vibrational Schrodinger equation is the fact that
E.(R) doesn’t have, in general, a closed form. Often, the shape of E.(R) is obtained by
performing complex, numerical, many-body calculations to solve the electronic Schrodinger
equation (second line in Eq. 2.62) for various values of R (for each calculation, the value of
R is kept fixed). This problem can be solved in practice either by using an analytical formula
able to reproduce the shape of the potential, with as few free parameters as possible or by
writing the function E.(R) as a Taylor expansion around the equilibrium geometry (which
can also be obtained from numerical calculations) of the given electronic state, R.. One
example of the former approach (which will be used to calculate the vibrational wavefunctions
of the ground and excited RaF electronic levels in Article 2 of Chapter 4 [53]) is the Morse
potential, expressed as [69]:

V(R) = D, (1 — e ®(-R))? (2.66)

where D, is the dissociation energy of the molecule in the electronic state under consideration,
and a = \/k./(2D,.). k. is the force constant of the electronic state at the equilibrium
internuclear distance. The second approach is based on the Dunham parameterization [70]:

E.(R) = aof® (14 a1 + axf® + a3&® + ...) (2.67)
where ay = Z—;g, with w, the vibrational constant of the electronic state. a;, ¢ > 0, are

parameters that can be fit to measured data. The expansion parameter is:

R— R,

¢ = R (2.68)
This approach is used in Article 1 of Chapter 4 in order to study the isotope shift effects in
RaF molecules [52]). Note that this parameterization is valid for [{] < 1, but the formula
can, in principle, be extended beyond this using analytical continuation [71]. These two ways
of expressing the effective electronic potential felt by the nuclei, E.(R), can also be used if
the term % f V*V4iedr in Eq. 2.63 is kept i.e. we work in the adiabatic approximation.
However, in this case, the values of the various parameters will be slightly different. Fol-
lowing the Dunham approach [70] and combining Eq. 2.58, 2.63, 2.65 and 2.67, we obtain
the following formula for the rovibrational energy levels of the molecule (in terms of the

vibrational quantum number, v and rotational quantum number, J) [70]:

B,y =Y Yulv+1/2[J(J+ 1)
kl

= Yoo + Yio(v + 1/2) + Yao(v + 1/2)% + .Y J(J + 1) + Yoo [J(J + 1)]* + ... (2.69)

+ Y (v +1/2)J(J +1).

The Y),;’s can then be fit to measured rotational and vibrational transitions in molecules
(the number of needed parameters depends on the precision of the measured data) and,
for example, their obtained values compared to the theoretically predicted ones or used to
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predict the energy of not yet measured molecular states. It is worth mentioning at this point
that these parameters carry an isotopic dependence, which is useful in extracting information
about the nuclei contained in the molecule [72|, as described in great detail in Article 1 of
Chapter 4 [52]|.To lowest order, this isotopic dependence is simply [70]:

Y o< p~ 7240, (2.70)

where p is the reduced mass of the molecule. However, higher-order corrections in the
expansion of the Yy, parameters lead to [52, 72]:

AL AB
Yy oc p~ /3D {1 + me (MIZ + M’Z) + VO A+ VE D+, (2.71)

where My (Mg) and (r?) , ((r*)) are the mass and charge radius of the nucleus A (B) in
the molecule, m, is the electron mass, A?;B and V}C’?’B are isotope independent electronic
parameters and the "..." stands for higher order terms in the mass and charge radius expan-
sion. From this, it can be seen that by performing measurements in several isotopologues
(molecules in which one of the nuclei is replaced with an isotope), we can extract the change
in the charge radius between pairs of isotopes, A and A’, § (r?) ,,, [52].

Before moving to a more detailed description of the non-adiabatic corrections to the
obtained results through the use of the effective Hamiltonian (as well as the inclusion of
electronic and eventually nuclear spins), it is worth writing down the formula for the energy
levels obtained using the Morse potential (Eq. 2.66) to represent the electronic potential,
which is often easier to work with [31, 57, 58, 69]:

By ;= we(v+1/2)—2ewe(v4+1/2)* 4+ B J(J+1) =D, [J(J + D) —ae(v+1/2)J (J+1). (2.72)

Ignoring higher order corrections, usually on the order of f—; or smaller (B, < w, for most

molecules), it can be shown that: w. = Yig, B, = Yo1, Tewe = —Ya9, D, = —Yyp and
Qe = —YH [72]

2.6 Franck Condon Factors

The transition probability between two electronic levels in a molecule, in the electric
dipole approximation, is proportional to the square of the transition electric dipole moment
matrix element between the two levels [31, 57, 58]. The dipole moment operator in the rest
frame of the molecule can be written as [31, 57, 58|:

d=e <21R1 +ZRy =) ri> , (2.73)

where the sum is over all the electron positions and the transition dipole moment matrix
element in the Born-Oppenheimer approximation, D;y, is then:

)

Dy o (%] (e <21R1 + 7Ry — Z) 5 ) (2.74)
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where 9! (17) and ¢! (/) stand for the initial (final) electronic and vibrational levels, re-
spectively. Note that D, also depends on the initial and final rotational levels, but these

contributions can be easily calculated (together with the associated selection rules) as de-
scribed in Sec. 2.1.4 and 2.1.5. We then have:

Dis o< |e (W] (W] (Z1Ry + ZoRsa) [0 [01) — e (] | (1] Zriw;‘» |wé>]

(2.75)

)l 2Rl St 1.

This first term above is zero, as we assume that the (different) initial and final electronic
levels are orthonormal. Thus we are left with:

D;; o — e (/] Zriwb (Wlvi)

(2.76)

The obtained term (17 |¢¢) is equal to the overlap integral of the ground and excited vibra-
tional levels under considerations, and its square is called the Franck-Condon factor [73-75].
It reflects the probability of driving transitions between different vibrational levels in differ-
ent electronic states, but, more relevant for us, as described in detail in Chapter 4 [53], it
gives the probability for a vibrational level in an excited electronic state, to decay to a given
vibrational level in the ground electronic state. This is very important for laser cooling, as
ideally, one wants the decay to be back to the initial vibrational level upon an excitation
[33]. Since there are no selection rules for transitions between vibrational levels in differ-
ent electronic states, the Franck-Condon factors are solely responsible for this vibrational
branching [33].

2.7 Effective Hamiltonian

In Sec. 2.5, we showed that, to a good degree of approximation, we can write the
molecular wavefunction as the product between the electronic, vibrational, and rotational
parts. This is possible due to the large difference in the energy scales associated with each of
these terms. However, in doing so, we completely ignored (both in the adiabatic and Born-
Oppenheimer approximation) the coupling between different electronic eigenstates due to
the nuclear motion. If we want to fully understand the measured spectra in most molecules
(including the ones described in Chapters 4 and 5 [52-55]), these couplings need to be
included in our description of the molecular energy levels [31, 57, 58|.

While fully accounting for all the levels present in a molecule is computationally in-
tractable, the large energy gap between the electronic, vibrational, and rotational motions
allows us to include, order by order, any previously ignored effects in a perturbative way.
This is the main idea behind the effective Hamiltonian description of the molecular energy

42



levels [31]. In particular, in our measurements, we are often interested only in the spin-
rotational and hyperfine levels of a given vibrational level of a particular electronic state.
The effective Hamiltonian is, therefore, an operator acting only on these levels of interest,
obtained by absorbing the effects of the other vibrational and rotational molecular levels
present in the full Hamiltonian in the form of effective parameters [31], as described below.
Very important is the fact that, in the way they are built, the eigenvalues of the effective
Hamiltonian (the difference between which is measured experimentally) are equal to the cor-
responding eigenvalues of the full Hamiltonian to any desired order and hence precision in
perturbation theory. The derivations presented below are based on the formalism described
in Ref. [31]. This reference is strongly recommended for a more in-depth explanation of
effective Hamiltonians for diatomic molecules.

The appeal of the effective Hamiltonian is that it allows for a straightforward interpre-
tation of the experimental data in terms of a small number of effective molecular parameters,
which would be impossible if the full Hamiltonian was to be used |31, 57, 58|. While the
physical meaning of the effective parameters is not clear anymore in this approach, given that
each of them can be decomposed into various perturbative terms, including the effects of the
other vibrational and electronic levels, one can compare the experimentally obtained values
to their predictions, at any desired (or feasible) order in the perturbative expansion [31].
As shown in great detail in Chapter 4, this is a very fruitful approach to gauge the quality
of ab initio molecular calculations and their reliability for predicting electronic parameters
associated with (not yet measured) new physics effects [54].

A detailed and general derivation of the effective Hamiltonian from the full molecular
Hamiltonian can be found in Ref. [31]. It should be emphasized that, while in this formalism,
one uses a perturbative approach, the final result is different relative to the usual perturbation
theory used in quantum mechanics. Instead of obtaining corrections to a given energy and/or
wavefunction due to the other terms in the perturbing Hamiltonian, the final result in this
case is a new Hamiltonian, but acting in a smaller space than the original one [31]. While this
new Hamiltonian allows us to interpret our measured spectra without worrying about the
other vibrational and electronic molecular levels, it is not, in general, a diagonal matrix in the
space spanned by the spin-rotational /hyperfine basis commonly used in practical calculations
(e.g., Hund’s case (a) or (b) basis). However, the eigenvalues obtained by diagonalizing
this reduced space Hamiltonian will be identical to the equivalent ones in the original, full
Hamiltonian, at the perturbative level used [31]. In this section, I will present this approach
applied to terms in the molecular Hamiltonian relevant to the diatomic molecules studied in
the rest of this thesis, in particular for 2% and 211, /2 electronic levels.

The full molecular Hamiltonian, which is an extension of the one in Eq. 2.58, by
including the effect of fine and hyperfine interactions, is (note that moving forward, we set
h=c=1) [31]:
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(2.77)

where on the first line, we have the kinetic electronic energy together with the potential
energy from electron-electron pairwise interactions, interactions between the electrons, and
the two nuclei (of atomic number Z; and Z,), as well as the interactions between the two
nuclei. M = M, + M, is the total mass of the two nuclei. On the second line we have the
kinetic energy of the nuclei and the mass polarization term. Hg, is the term responsible for
the spin-orbit coupling interaction, which can be written as (see Ref. [31] for a derivation):

e’ _€Gs Zy
H: S; ri X pi+ =T XPpil, 2.78
SO = 167r60m2 Z i ( 1 X Pi =) 2 X P ) ( )
where s; and p; are the intrinsic spin and linear momentum of the i-th electron. The next
term, H¢,, is responsible for the effective coupling between the electron spin and the molec-
ular rotation, and it can be written as (see Ref. [31] for a derivation):

e2gs Z Zy
HY — _ - A X P i X Pg |, 2.79
SO 87T€0me2i:s (erlrlx 1+]V[2 3 T2 X 2> ( )

where P; and P, are the linear momentum of the two nuclei. The last term contains all the
hyperfine interaction, and its exact form depends on the spin of the two nuclei inside the
molecule. If we choose as our reference Hamiltonian, Hy, on top of which we perform the
perturbative expansion leading towards the effective Hamiltonian, to be the first line in Eq.
2.77:

1 - 62 2162 Z2€ 212262
—— ) V} - - : 2.80
m 27: it ; dmegr; 27: dmegri Z 477'607“12 dregR ( )
we can denote by |e) |v) |r) the eigenstates of this Hamiltonian, such that [31]:

Hyle) v} [r) = Ve(R) €} [v) |r) . (2.81)

This notation emphasizes that at this level of approximation (i.e., ignoring all the Hamilto-
nian terms in the second line of Eq. 2.77), the electronic |e), vibrational |v) and rotational
|r) wavefunctions can be separated exactly (i.e., there is no coupling between them). Note
that here by |r) we mean all the spin-rotational and hyperfine quantum numbers needed to
fully describe the state of interest. In practice, |r) will be chosen as one of Hund’s cases
basis. It is important to note that at this point all the vibrational and rotational energy
levels within a given electronic manifold are degenerate. We can first remove the vibrational
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levels degeneracy by including the effects of the — 2u1Rz % (RQ%) term in Eq. 2.77 [31]. The

vibrational Hamiltonian at this level of approximation then becomes [31]:

1 0 5 0
_ — — v, = (T, v , 2.82
—oman (Far) + V)| 1910} = (T + G o ) 282
where T, is the value of the minimum of the potential curve of V.(R) and in general, G,
can be written as [31]:

Gop = we (v +1/2) — wete (v + 1/2)° + weye (v +1/2)* + ... (2.83)

At this point, different vibrational levels have different energies, but all the rotational states
in a given vibrational level are still degenerate. This degeneracy can, of course, be lifted
by including the remaining terms in Eq. 2.77 through the effective Hamiltonian [31], which
we denote by H¢//. This acts on the spin-rotational and hyperfine states of the electronic
level |e) (in the first part of the derivation, we can ignore the vibrational wavefunction).
Following the derivation in Ref. [31], the connection between the effective Hamiltonian and
the original one, Eq. 2.77, (to second order in perturbation theory) is:

el He) (¢ He)

H'T = (e|Hle) + > < V.(R) — Vu(R)

eFe!
Note that at this step, the effective Hamiltonian still depends on the internuclear distance.
This will be removed once we average over the vibrational wavefunction. When talking about
an electronic level, we consider the states with both positive and negative 2 values (for a
Hund’s case (a) case), or A values (for a Hund’s case (b) case), so, if |e) = *II; 5, we would
have both states: [*II; o, A = 1, = —1/2,Q = 1/2) and |*I; o, A = -1, = 1/2,Q = —1/2).
Using Eq. 2.84, we can see the beauty of using the effective Hamiltonian in practice by start-
ing with the rotational energy term in the full Hamiltonian: B(R)(IN — L)2. This form is
useful for Hund’s case (b) (and it will be used later to describe the ground electronic state
of RaF and SiO" [52-55]). The formalism described below can be just as well applied to a
Hund’s case (a), in which case the rotational operator takes the form B(J —L —S)?, but the
advantage of using the effective Hamiltonian is more clear using the Hund’s case (b) form of
the rotational Hamiltonian [31]. This can be expanded as:

(2.84)

H,,s = B(R)(N*+L* - 2L,N, — N,L_ — L_N,). (2.85)

The main complication in evaluating matrix elements using this Hamiltonian is related to
the fact that the Ly operators connect different electronic levels, and computing their matrix
clements between such levels is challenging, as the electronic orbital angular momentum is not
a conserved quantity in the rest frame of the molecule (where we perform our calculations).
The L.N, term is a constant for a given electronic and vibrational state, as L, = N, = A
and L2, while challenging to compute for different electronic states, it can be absorbed as
a correction to the electronic/vibrational energies, without influencing the relative spacing
between rotational levels in a given electronic (and vibrational) manifold. Thus, the operator
of interest for describing the rotational motion of a molecule is B(R)(N? — N, L_ — N_L,).
We can now compute the effect of this operator in a perturbative manner. To first order in our
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perturbative expansion, for a given electronic state, |e), the effective rotational Hamiltonian,

Hf(lnz,eff is [31]:

HY) i = (el BIR)N?|e)

T = (e| B(R)|e) N2 (2.86)

If we stopped here, the effective molecular parameter associated with the rotational mo-
tion would be BW(R) = (e|B(R)|e), and the operator N2. If we go to second order in
perturbation theory, we have the term [31]:

3 (e[ B(R) (N L_+ N_Ly)|e") (/| B(R)(NyL_ + N_L.)|e)

2 Vo(R) — Vo (R) | (2.87)
Now there are two cases, leading to two different effects in the effective Hamiltonian. In the
first one, the electron orbital angular operator in the matrix element on the left is opposite
to the one from the right, leading to an overall operator of the form L_L . N_N,.. As we
will show below, this contributes to the rotational energy of the molecule [31]. In the other
case, the two operators are the same, so we have L_L_N, N, or L, L, N_N_, which leads
to the so-called A-doubling, which will be discussed later [31].

Working in the first case above, we have [31]:

@ _ N~ (eB(R)Li|e) (¢|B(R)Lxe)
HE) iy = g AR NNy

_ N (eB(R)Ly|e') (/| B(R)Lxle) o no
=2 Ve(j;%)—ve,(R) (N" =),

(2.88)

e'#e

Thus, besides the N? which is a constant for a given electronic and vibrational level and
thus can be ignored for our purposes, we ended up with an effective term whose operator

N? is exactly the same as before. Thus, if we write B®(R) = 3, <e|B(R)VL:(EI|;),>_<‘P}, l/z(;)%)Lﬂe),

the effective rotational operator becomes, to second order in perturbation theory [31]:

Hrot,eff = (B(l) + B(z))N'2 (289)

The effect of all the other electronic levels is simply absorbed in a redefinition of the rotational
parameter. Thus, in practice, when trying to make sense of our data, we just need to find
the best parameter B = B + B® reproducing our results without worrying about all the
complicated clectronic matrix elements that enter in the definition of this parameter [31].
Once B is fit to the data, predicting any other rotational level in the given electronic and
vibrational state becomes trivial. However, the price to pay for this is that giving a physical
interpretation of the B parameter becomes practically impossible. While the BM) = ﬁ
can be thought of in terms of the moment of inertia of the molecule, the B® term has no
clear interpretation.
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Now, we can tackle the remaining situation mentioned above, related to the operators
L L _N{N,and L,L,N_N_. In this case, the associated term in the effective Hamiltonian
is given by [31]:

(e[ B(R)L|e") (¢'| B(R) L)

VR - Ve(R)

Hy douting = > (| B(R)L_|e') (¢/| B(R)L_|e)

- vem e

e’;ée 6/ 756

(2.90)

As can be seen, in this case, two electronic levels with AA = 2 are connected. This is the
case, for example, for a 2II; , electronic state, in which the [A = 1) and |A = —1) states are
mixed through a |?Y) state. Eq. 2.90 can be simplified to an effective operator (see Ref. [31]
for a derivation):

HA—dounting(R) = —q(R) Z e 2ae [ngq(N7N)} ) (2.91)

q==1

with

B | (e, A = 1|B(R)T}(L)|e/, A = 0) |? (2.92)
o) =10 V(R) — Vi (R) |

The second expression above is valid for a 22" intermediate state but requires an extra minus
sign for a Y~ intermediate electronic level. ¢ is the orbital azimuthal angle of the electron
in the molecular rest frame. While the new effective term, Eq. 2.91, can’t be combined with
the rotational one (Eq. 2.89), it can be easily evaluated as a separate term, from which the
value of the A-doubling parameter, g, can be extracted.

As mentioned in Sec. 2.4 (Eq. 2.53 and 2.54), the levels of opposite parity in a II
electronic level are linear combinations of A = 41 states. The effect of the A-doubling
effective Hamiltonian is to lift the degeneracy between these two levels, such that for each
rotational level, J, we have two states of opposite parity separated by an amount given (in
part) by this Hamiltonian. It should be noted that, besides the rotational Hamiltonian, the
H¢, term in the original Hamiltonian, whose effect can be shown to be proportional to the
operator L - S (see Ref. [31]), also contributes to the A-doubling. This contribution can be
entirely due to Hg,, in which case the effective operator is of the form LyL,S5;S+. This
term doesn’t play a role in doublet electronic states, and this can be easily shown using the
Wigner-Eckart theorem [31]. The contribution can also be caused by the interference between
the rotational Hamiltonian and H¥,, in which case the operator is of the form L L, S+ N+
[31]. While this effect is visible for a II state at second order in perturbation theory, if we
look at a A state, the connection between the A = 2 and A = —2 levels is possible through
the A-doubling effective Hamiltonian only at the fourth order in perturbation theory, leading
to a very small splitting between opposite parity levels in a given rotational state [31]. These
levels can be easily polarized in small electric fields (usually < 100 V/cm) and play a crucial
role in searches for CP-violation using molecules [14, 17, 28, 29].
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The same formalism as above can be applied, in a straightforward manner, to all
the other terms left in Eq. 2.77, giving us several (usually very few, to second order in
perturbation theory) effective Hamiltonian terms, which can be easily and very conveniently
used to explain our data, without us having to ever worry about the complicated interplay
between electronic and nuclear degrees of freedom in the molecule. The main operators of
importance for us are the spin-orbit interaction [31]:

Hso,erp = A(R)T,—o(L)T,—o(S), (2.93)

and the spin-rotational interaction [31]:

Hsners = (RN -8, (2.94)

These, together with the rotational and A-doubling operators as well as the hyperfine struc-
ture (when a nuclear spin is present), are enough to describe the measured rotational spectra
of a wide range of diatomic molecules such as the molecules studied in this thesis [31].

However, as a last step to be able to use these operators, the dependence of the effective
molecular parameters on the internuclear distance, R, should be removed. This can be done
by including the effect of the vibrational motion of the molecule in a perturbative way,
cquivalent to the one used in the case of the electronic wavefunctions [31]. If we follow the
Dunham parameterization (see Eq. 2.67), it can be shown that for any operator O(R), its
first order vibrational correction is given by [31, 71]:

B, (d*O(R) dO(R)
0, = (V|O(R =0.+ — -3 1/2)+ ..., 2.95
wowm) = 0.+ 2 (THD] 3O Yorapre, o)
where B, = ﬁ, with R, the radius corresponding to the minimum of the electronic poten-
tial, V.(R). The derivatives are taken with respect to £ = R};f'e, evaluated at R = R,. Here,

|v) are the vibrational wavefunctions obtained from Eq. 2.82, and given our formalism so far,
it is implied that the operators and vibrational wavefunctions are all defined with respect to
only a single electronic manifold. Thus, the values of the rotational and hyperfine parameters
depend on the vibrational levels in which the measurement is performed, dependence which
is, to lowest order, linear in the vibrational quantum number, v [31].

We can go one step further (and this is needed for most measurements of the rotational
energy [53, 54|) and use second-order perturbation theory relative to the vibrational energy
levels, i.e., include the effect of vibrational levels, other than the one we are working in, into
the operators appearing in the effective Hamiltonian [31]. For example, for the rotational
energy, we can have a new effective operator [31]:

5 <V|B(R)NQC|¥V’>_<VG’ |JIB(R)N2|V> L _DN* (2.96)
with [31]:
_ (| B(R)|V) (W[ B(R)|v)
D, = Z ey _ (2.97)

V/
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The minus sign is by convention. Similar corrections can be obtained for the other effective
Hamiltonian parameters, but they are less relevant for the analysis performed in this thesis,
and in general, their effects are less pronounced than those discussed above [31].
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Chapter 3

Nuclear Electroweak Properties and
Molecules

Many body systems have fascinated physicists for hundreds of years. One system in
particular, whose understanding posed a formidable challenge to even the brightest minds
in the field, is the atomic nucleus [76-81]. Despite a well-understood theory of Quantum
Chromodynamics (QCD) [1], an explanation of various nuclear phenomena observed exper-
imentally has eluded physicists, mainly due to the non-perturbative nature of the problem
[1]. Giving a theoretical explanation for the emergence of collective nuclear behaviors in
individual nuclei or across isotopic chains, starting from the underlying nucleonic degrees of
freedom, seemed like a daunting challenge. Even more far-fetched seemed the possibility of
going even deeper and connect the observed nuclear effects to the fundamental quarks and
gluons.

However, major developments, both on the theoretical and experimental side, made in
the last few years, allowed us to shine light on many of these questions and even lay down
a systematic path for improving our understanding of nuclei in the years to come [11-13,
15, 16, 19-22, 24, 51-54, 82-86]. On the theoretical side, this was mainly achieved due to
the development of new, more computationally efficient quantum many-body methods, the
development of effective nucleon-nucleon interactions starting from the Chiral Effective Field
Theory (ch-EFT), as well as due to the massive progress made in the computational power
available to researchers [11-13, 83, 84, 86]. On the experimental side, the ability to perform
spectroscopic studies on atoms containing nuclei at the extreme of stability, facilitated by
the continuous developments made at radioactive beam facilities [48-50], opened the way
for systematic investigations of long isotopic chains [15, 16, 19-22, 24, 82|. This revealed
new, unexpected trends in various nuclear properties, such as charge radii and electromag-
netic moments, forcing us to rethink our understanding of the atomic nucleus [16, 19-22].
Concurrently, the rapid advancement made in our ability to quantum control the degrees of
freedom of molecules, opened the way to investigating parity and time-reversal violating nu-
clear electroweak properties, with orders of magnitude higher sensitivity compared to atoms
[14, 17, 32-42]. A non-zero measurement of such effects would give us not only a better
grasp of some of the least known parts of the Standard Model (SM) [14, 17, 26, 27, 43|, but
can even allow for searches for new physics [14, 17, 28, 29].

In this chapter, I will discuss various nuclear electroweak properties, in particular
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ground state ones, whose investigation greatly benefited from the development of AMO
techniques [15], as well as the advantages of using diatomic molecules for exploring such
properties [14, 17, 43]. The first half of the chapter discusses P,T-even nuclear properties,
such as the nuclear mean-square charge radius, (r?), magnetic dipole moment, u, and electric
quadrupole moment, Q. The second half of the chapter will be focused on P-odd, T-even
nuclear properties, such as the nuclear weak charge, Qw , and the nuclear anapole moment,
a.

3.1 P,T-even Ground State Nuclear Properties

The Coulomb interaction between the electronic cloud and a point-like nucleus can
give us a good understanding of the measured atomic and molecular spectra, and this played
a major role in the development of quantum mechanics in its infancy [87]. However, in
practice, the nucleus is not a point-like object, and the spatial distribution of the charge
and currents inside of it has measurable effects on the surrounding electrons and thus on the
observed patterns in the spectra of atoms and molecules [15]. Despite these effects being very
small (on the order of 107¢ of the usual electronic transitions) they can be measured with

current laser technology and they can provide us valuable information about the structure
of nuclei [15, 16, 19, 23, 52, 54].

3.1.1 Isotope Shifts

The first consequence of accounting for the finite size of the nucleus is the fact that
the electric field felt by the electrons changes relative to a point-like nucleus, especially
for electrons in s;/5 and p;/, orbitals which have a non-negligible probability to be found
inside the nucleus [15, 88, 89]. Thus, a difference will be found if an electronic transition is
measured between two such electronic levels in two different isotopes. If we denote the two
isotopes by A and A’, this difference called the isotope shift, is denoted as:

51/}451Al = VA — V4. (31)

Two main effects contribute to 5V}4§Al, the change in the nuclear size, 51/?5’4/, and the changes

in the nuclear mass, 5V}@’§I, when going from on isotope to the other, which leads to a change

in the nuclear kinetic energy, in the center of mass frame of the nucleus-electrons system |15,
88, 89]:

Suih = s 1oy (3.2)

where (5V?:S~A/ is called the volume (or field) shift, and it is related to the first effect mentioned
above, while the (5%‘}? term is the nuclear mass shift, given by the second effect described.
While the masses of a wide range of isotopes are known with exquisite precision (e.g., from
Penning trap measurements [90, 91]), information about the nuclear size requires precise and
sensitive laser spectroscopy studies. Currently, isotope shift measurements provide a unique
tool for extracting information about the evolution of nuclear size away from stability [15].
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It can be shown that, for a given electronic level, the shift in energy due to the finite
nuclear size for an isotope of mass A can be expressed as [15, 89]:

Ze?

Er= e (v ) a ()P, (3-3)

where €, is the vacuum electric permittivity, and (r?), is the nuclear mean-square charge
radius of the isotope given by:

1
<7"2>A ~ Ze

with the nuclear charge density, p.(r), defined such that its integral over the nuclear volume
equals the nuclear charge:

pe(r)r2dV, (3.4)

/pc(r)dV = Ze. (3.5)

|1(0)|? is the probability for the electron to be found at the center of the nucleus for the given
electronic level. Note that we assume this probability to be constant within the nucleus, and
its value is the same for all isotopes. Thus, the effect of the nuclear size on the transition
between two electronic levels, "7/, can be expressed as:

V= gj (%) a (10(0) 2 = 1 (0)'?)
Zeo2 (3.6)
=% U )4 Al (0)F,

where Al(0)|? is the difference in electron density inside the nucleus between the final and
initial electronic states. Finally, by measuring this transition in two isotopes, A and A’, the
energy shift caused by the change in the nuclear size can be expressed as:

dvpg = AW)( P a = (%))

- imwon?a ()" 37)
660
= 5 (),
where (r2)* = (#2) 4 — (%), is the change in the mean-square charge radius between the

two isotopes. To first order, the electron probability density inside of the nucleus is assumed
to be constant, and the electronic part of the field shift is given by F' = gf Alp(0)]? |15, 89].
Variations of the electron density inside the nucleus and relativistic contributions can have
measurable effects, particularly in heavy nuclei, leading to modifications of the F' parameter
defined above. Moreover, in general, higher-order radial moments, beyond (r?), need to be

accounted for, following the relation [15, 89):
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g = F (50"

+ad (Y b (Y ) (3.8)
Such moments, in particular 0 (7‘4>A’A/, are expected to become visible in high-precision
measurements and they can provide valuable information about the nucleus, such as the
diffuseness of the nuclear density near the surface of the nucleus (also called the surface
thickness) [92], and limit the sensitivity for new physics searches [93, 94].

We will now look at the mass shift contribution to the isotope shift, whose effect can
be explained as follows. We can write the non-relativistic motion of the nucleus in the center
of mass frame as [89]:

P2

E=_—— .
i (39)

where P and M are the nuclear momentum and mass. From this, we get:

> pi)? 1 2
E = ! = i iPi |, 1

S = o Xi:p +;p P; (3.10)
where p; is the momentum of the i-th electron. When an electron goes to a different energy
level and thus changes its momentum, the change in energy due to the term above (and
thus the photon needed to induce this transition) will have a dependence on the mass of the
nucleus, M, and thus lead to an isotopic dependence [89]. The mass shift is usually written
as [15, 89

A My — My
MM 4

The first term, called the normal mass shift, comes from the Y. p;? contribution in Eq. 3.10,
and it can be calculated using the measured transition frequency, v (in the non-relativistic
case, Knys = mev, with m, the electron mass). The second term, called the specific mass
term, comes from the )", 4 Pi - pj term in Eq. 3.10, and it is thus the result of pairwise
correlation effects between all the clectrons. Calculating this term is more challenging than
the normal mass shift term, and it usually requires complex, many-body quantum chemistry
calculations [15, 89).

Therefore, the total isotope shift to leading order in the isotope mass and change in
the mean square charge radius is given by [15, 88, 89]:

(Knwms + Ksus). (3.11)

A My — My

(51/}45’,14/ =F¢ <7°2> MAMA/

(Knms + Ksus). (3.12)

AA

One way to extract the quantity of interest from here, ¢ (r?) /, is to numerically calculate

F and Kg),5 and use the measured value of 5V}4’A/, together with the known isotope masses
and extracted Kpyprg values. This approach is used for the analysis performed in Article 1
from Chapter 4 [52]. In Article 1, we also took advantage of the fact that the mass shift is
much smaller than the field shift as the nuclear mass increases, and for the case of RaF, the
mass shift was shown to be significantly smaller than the measurement uncertainties. On

the other hand, if independent mean-squared charge radii measurements are available for at
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least three isotopes of the element of interest, the parameters F' and Kg);5 can be extracted
directly from a King plot analysis [88], from the plot of (51/}45’Al as a function of ¢ (7’2>A’A/. The
extracted values can then be used to compute ¢ (r2>A’A/ for other isotopes of interest |15, 89].
Finally, it should be noted that, given the form of Eq. 3.12, if isotope shift measurements
are performed for two different transitions, (51/15 1/ and (51/152, they must follow the linear
relationship:

A F: Fy " Ta
vy = (K2 FQKl) 25,/;13;;‘;, (3.13)
Fy
where K = Kgys + Knus, and 5V}45’:‘ =4 ;‘Si‘ AXAAX}Z Thus, if the isotope shift is

measured in a system where F' and K can be more easily calculated (e.g., a system with
only one electron outside a closed shell), from the linear formula above, the corresponding
values of F' and K can be obtained in any other system [15, 83, 89|. It should also be
mentioned that searches for deviations from linearity in Eq. 3.13 are currently used to look
for the existence of new fundamental forces, mediating interactions between electrons and
neutrons [93, 94|. Standard Model contributions can induce higher order moments in the
nuclear charge radius expansion (see Eq. 3.8) and thus act as a background in such searches.

We end this section by mentioning that formulas equivalent to Eq. 3.12 exist in di-
atomic molecules not only for the electronic but also vibrational and rotational transitions
[70, 72]. For example, ignoring the coupling between different degrees of motion in a molecule
(see Chapter 2 for details), the energy of a rovibrational level in a molecule, specified by the
quantum numbers v and J, is given by (to lowest order in v and J):

EA/(I/, J) = (%0+500A]\]4WA +f005< > ’ ) +
A’
AMy pa
(Ym + do1 My + fo16 (r > ) o [J(J +1)],

where Y;;, 6;;, and f;; are electronic structure parameters. 14 (114/) is the reduced mass of
the molecule containing the isotope A (A"). AMy = Ma — M4, with A being the reference
isotope. The formalism discussed above is valid when only one nucleus in the molecule is
replaced by an isotope, but it can be extended to both nuclei. This shows that molecules,
compared to atoms, can offer complementary information for exploring nuclear properties and
searches for new physics. More details about this approach and the sensitivity of diatomic
molecules to nuclear effects are provided in Article 1 of Chapter 4, where it is applied to
study RaF isotopologues [52].

3.1.2 Nuclear Magnetic Dipole and Electric Quadrupole

The isotope shift effects mentioned above exist for all nuclei. However, if the nucleus
has a spin different from zero, additional nuclear properties can contribute to the observed
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spectra [15, 85, 95-97|. For a spin I > 1/2, the nucleus possess a magnetic dipole moment, p.
The interaction between this dipole moment and the magnetic field generated by the moving
electrons at the location of the nucleus, B, leads to the magnetic hyperfine interaction given

by [15, 97, 98]:

H,=-B,-p=AI-J, (3.15)
where A is a parameter quantifying the strength of this interaction (A = Blf]“ ). The magnetic
field generated by the electrons is proportional to the total electronic angular momentum,
J [15]. The effect of this interaction in molecules, as well as its matrix elements for specific
angular momentum couplings, have been discussed in Chapter 2, and the calculations are
similar in the atomic case [31]. From measurements of the hyperfine splitting, one can
extract the parameter A, and then, from independent calculations of the electronic structure
parameter B, the dipole moment of the nucleus can be extracted. This can then be compared
to various nuclear many-body calculations, guiding thus our microscopic understanding of
the nucleus [15, 19].

However, above, we implicitly assumed that the nucleus is a point-like object (in this
case, a point magnetic dipole). But we know this is not the case. As we showed in the
previous section, the size of the nucleus has a visible influence on the Coulomb potential
felt by the electrons. It is thus expected that this spatial extend will also play a role in
the measured hyperfine interaction [54, 99-103|. In particular, one needs to account for the
distribution of the nuclear magnetization over the entire nuclear volume and for the fact
that the electronic cloud, when penetrating the nucleus, samples this (usually non-uniform)

distribution. In this case, the nuclear dipole moment changes as [104]:

p— pu(r) = pf(r), (3.16)
where f(r) is a function (normalized to 1) describing the distribution of magnetization inside
the nucleus, which is identically equal to 1 for a point like dipole moment. Thus, the exact
separation of the nuclear and electronic parts in Eq. 3.15 needs to be replaced by an integral
over the nuclear volume, i.e. [ Be(r) - du(r). Measurements of this effect can provide a
deeper understanding of the electroweak currents inside the nucleus, compared to the point-
like dipole case [54, 104] and can offer a test of various nuclear many-body models. However,
to observe this effect (i.e., tell it apart from the point dipole case), sufficiently high precision
is needed in the hyperfine structure measurement, as well as in the calculations of electronic
form factor Be(r). Article 3, presented in Chapter 4, describes the experiment, together
with electronic structure calculations, that allowed, for the first time, an observation of the
effect of the distribution of the nuclear magnetization inside a molecule [54, 104].

When the nuclear spin is larger than half (I > 1), the nucleus possesses an electric
quadrupole moment, Q, which interacts with the electric field gradient produced by the
electron cloud at the nucleus, leading to quadrupole hyperfine interaction, expressed as [15,
31]:

Hg = —eT*(VE) - T*(Q). (3.17)

The nuclear quadrupole moment provides information about the collective effects inside the
nucleus, as well as the nuclear deformation [15, 95, 97].
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From the form of its electronic operator, it can be seen that the matrix element of
the Hamiltonian in Eq. 3.17 is zero for electronic states with total angular momentum
J < 1. This can make the measurement of the nuclear quadrupole moment challenging, if
not impossible, for specific elements if their electronic ground state has J < 1 and the excited
electronic states with J > 1 have a lifetime too short to allow a precise measurement of the
splitting due to the nuclear quadrupole hyperfine interaction. This is the case, for example,
for potassium isotopes [105-109]. However, if a molecule contains the nucleus of interest,
measurements of the nuclear quadrupole moment become possible even in the electronic
ground state. On the one hand, given that the electronic wavefunction in a molecule is
not an eigenstate of the electron angular momentum operator (see Chapter 2) [31], values
of J > 1 will be present in the electronic ground state, thus leading to a nonzero matrix
element. On the other hand, rotational and hyperfine levels in the ground electronic state
of a molecule are long-lived (on the order of seconds or larger). Thus, these states can allow
for precise measurements of the hyperfine splitting due to the nuclear electric quadrupole
moment [31, 57, 58|. For example, precise measurements of the nuclear moment in 39404HK
isotopes have been obtained through spectroscopic measurements of potassium-containing
molecules [110]. Thus, molecules represent a promising avenue for investigating higher-order
nuclear moments (even higher than the ones considered above) that would be challenging to
measure through other techniques, further contributing to our understanding of the structure
of nuclei.

3.2 Parity Violation in Atoms, Molecules and Nuclei

Parity violating (PV) interactions in atoms and molecules can be broadly classified
in two categories: nuclear spin-independent (NSI), and nuclear spin-dependent (NSD) [17].
These interactions can arise either from a direct PV coupling between electrons and nucle-
ons or from PV interactions between nucleons inside the nucleus, which can later interact
electromagnetically with the electron [14, 17].

3.2.1 Nuclear-Spin Independent Parity Violation

In atoms and molecules, the parity violating interaction between an electron and a
nucleon is mediated by the exchange of a Z° boson. Due to its short range, compared to the
atomic/molecular size, the interaction can be approximated as a contact interaction, with
the associated P-odd, T-even Hamiltonian given by [111]:

_Gr
V2

where G ~ 2.22 x 107! a.u. is the Fermi constant, e and N are the electron and nuclear
field operators, and € and N their conjugate transpose. Y. (p = 0,1,2,3) are the usual
Dirac gamma matrices and 5 = i7°y'y2y3. C] quantifies the coupling between the nucleon
vector current and the electron axial-vector current. It is defined in terms of the equivalent
couplings of the electron to the up (Cy,) and down (C}4) quarks as [1, 112-114]:

H {CiNv, Néev,yse + Coeyue Ny 3N | (3.18)
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1 :
3 (1 — 4sin® QW)
1
Ol,n = Ol,u + QCl,d ~ —5.

OLP = 20171‘ + Cl,d ~
(3.19)

The C5 constant quantifies the coupling between the nucleon axial-vector current and electron
vector current, being given by |1, 112-114|:

—

(1 — 4sin’Oy)

Co,p = —gA; (1 — 4gin? QW) ,

Cop ™ ga

O |

(3.20)

with g4 ~ 1.26 [17], sin? 0y =~ 0.23 [1], with y being the Weinberg angle and the "~"
sign emphasizing that the expressions are valid only at the tree level in the SM. Radiative
corrections to these expressions can be calculated as described, for example, in Refs. [1, 114].

Given their large mass relative to the electron, the nucleons can be treated nonrela-
tivistically, in which case the PV Hamiltonian above can be written as the following effective
Hamiltonian acting only on the electron [17, 111, 115]:

G Gr
\/}2175 [ZOl,ppp( ) + NCl,npn(r)] + —= \[ CZ,ppp Z gy + CQ npn z Onl|,

(3.21)
where p,(r) and p,(r) are the protons and neutrons density distributions normalized to unity,
Z and N are the proton and neutron number, respectively. o, and o, are the proton and
neutron Pauli matrices, and a = o7y is the electron velocity operator. One of the goals of
atomic/molecular PV experiments is to extract, with high precision, the values of the four
constants in this Hamiltonian: C,, Ci,, Co) and Oy, and compare them against the SM
predictions, from which information about possible new physics effects can be extracted.

The first term in Eq. 3.21 is responsible for the nuclear spin-independent (NSI) PV
effects in atoms and molecules. The proton and neutron densities in this equation can be
written in a multipole expansion using spherical harmonics [116]:

H =

pn(r) ~ POn ) + Z p2nq Y?,q(e }) + ...
q——2

(3.22)
Pp(r) = pop(r) + Z ) p2pg(r)Yaq(0,0) + ...,

q=-2

b b

where stand for higher order terms in the expansion, while the ps,, and ps,, are
coefficients of the multipole expansion for the neutron and proton density, respectively. The

second nonzero term in these expansions gives rise to the nuclear spin-dependent parity
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violating weak quadrupole moment of the nucleus, which can provide us information about
the neutron spatial distribution inside the nucleus [116-120]. If we focus only the monopole
term, the effective NSI PV hamiltonian becomes:

G
Hys = 71;75 [ZC ppop(1) + NC1npon(r)] - (3.23)

In general, in a real nucleus, the proton and necutron densities are different, which leads
to the so-called neutron skin effect [121], defined as the difference between the root-mean-
square radii of the neutrons and protons (see Eq. 3.4). This property is of high interest
for understanding the equation of state of the nuclear matter and predicting properties of
neutron stars [122, 123], as well as due to its effect on extracting weak nuclear properties
from atomic measurements [121, 124, 125]. For now, we will ignore this difference and let
p(r) = pop = pon- With these assumptions, we end up with the commonly used form for the
effective NSI PV Hamiltonian acting in the electron space:

Gr
HEV — —— 3.24
NSI 2\/§QW’YSP(7')» ( )

where Qw (Z, N) is the nuclear weak charge, which, at the tree level, takes the form (higher
order electroweak radiative corrections can be calculated) [1, 114, 126-129):

QUuee(Z,N) = 2[ZCy, + NCy,). (3.25)

It can be seen from Eq. 3.19 and 3.25 that the magnitude of @y increases with the neutron
number, Qw ~ —N.

This NSI PV interaction is the dominant PV interaction in atoms and adds small
but measurable changes to the transition amplitudes between different atomic energy levels.
Given that the NSI PV Hamiltonian is nonzero only inside the nuclear volume (i.e., where
p(r) # 0), the biggest effect in atoms comes from mixing s/, and p;/o atomic orbitals. In
this case, the sought-for effects scale as Z3, and thus, it can be significantly enhanced in
heavy systems. The goal of atomic PV experiments is to extract the weak charge of the
nucleus, Qw, and from there the Weinberg angle and compare them against electroweak
theory predictions, thus allowing for stringent tests of the SM at low energy. While not
observed yet, a deviation from the SM predictions can allow the exploration of a wide range
of exciting new physics scenarios [130-133], such as the existence of new massive Z’ bosons,
with a mass at the TeV scale [134-137|, or of a lighter "dark" boson (with a mass in the MeV-
GeV range), weakly coupled to the SM particles [130, 131, 138, 139]. These measurements
can also be used to explore vacuum polarization corrections to the SM W and Z bosons
self-energies due to new particles beyond the SM [136, 140, 141| or interactions between
electrons and cosmic fields (such as the axion field) [142-144]. Even in the absence of new
physics, setting bounds on exotic physics scenarios is of great importance.

The nuclear weak charge has been measured so far in several nuclei: 2% Bi [145], 2°®Pb
[146, 147], 20°T1 148, 149], 701721T4176¥ Y, [24]. For Yb, the isotopic dependence of the
nuclear weak charge was observed for the first time and showed to be in agreement with
the SM. Measurements in '33Cs; with a 0.35% relative precision [25], have allowed the most
stringent low-energy test of the SM to date [136, 150, 151].
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3.2.2 Nuclear-Spin Dependent Parity Violation

In molecules, however, the contribution of this NSI PV term is significantly suppressed
[17, 111], thus offering sensitivity to the poorly known NSD PV effects [17]. One such NSD
PV effect comes from the second term of the Hamiltonian in Eq. 3.21, and it represents the
Z° boson exchange between nucleon axial-vector and the electron vector currents (A, V,):

G
Ha:m'al \/g CZ,pp Z Oy + 02 np Z On|, (326)

where we ignored the difference between the proton and neutron densities, as well as higher
order terms in the expansion in Eq. 3.22, i.e. p(r) = p,(r) = pu(r). Averaging over the
nuclear part, this can be written as [152-156]:

et (e T)plr), (3.27)
where I is the nuclear spin and 7,4 is the physics parameter of interest. This parameter
depends on the structure of the nucleus under consideration, as well as on the Cy,, and Cs,
parameters of the SM. In the shell model, single particle picture, the nuclear part can be
estimated as [153]:

H, axial —

R /2 K
aria 2
where Cy = Cy,, (O = Cy,,) is used for the unpaired proton (neutron) and
K = (I+1/2)(—1)+t+1/2, (3.29)

with [; the orbital angular momentum of the unpaired nucleon. While these single-particle
results are useful for an order of magnitude estimation of the effect, they can deviate sig-
nificantly from detailed, ab initio nuclear calculations by as much as 100% [12]. Therefore,
such sophisticated calculations are needed, in most cases, for extracting the SM parameters
of interest (Cy) from the experiment or for searches for new physics (such as leptophobic Z’
bosons [157]).

Another NSD PV effect, which is of high importance from the point of view of elec-
troweak nuclear structure, is due to the nuclear anapole moment. This P-odd, T-even mo-
ment arises from the PV interactions between nucleons inside the nucleus, more specifically
from meson exchange mediated nucleon-nucleon interactions, with one of the nucleon-meson
vertex being P-violating while the other is a strong interaction vertex [158]. One of the main
goals of NSD PV measurements is to extract the coupling constants characterizing the weak,
P-violating vertex and thus give us a better understanding of hadronic PV [17, 156, 159].
The electrons can interact electromagnetically with this anapole moment, giving rise to PV
effects at the atomic or molecular level. This interaction can be expressed in terms of the
following Hamiltonian acting in the electron space [154-156]:

G
Hanapole = 7;nanapole (a : I) p(T’), (330)
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where Nanapole quantifies the hadronic weak interaction inside the nucleus, being the parameter
we want to extract experimentally to be confronted with nuclear structure calculations.

A simple way to estimate 7apapole can be obtained assuming a single particle (SP)
shell model approximation. In this case, one considers the interaction between one unpaired
nucleon and the rest of the nucleus, which can be parameterized as [160]:

Gr gi
VAXsp = oo 17 PR + P ap(r)], (3.31)

from which 74pepoe can be expressed as [154, 155]:

9 o o
anapole — zA /3
Mnapole = 30 e T T(T 4 1) I(I+1)

where g; is the nucleon-nucleus weak interaction coupling for a proton (i = p) or neutron
(1 = n), m is the nucleon mass, « is the fine structure constant, ro &~ 1.2 fm, A is the atomic
number and p; is the unpaired nucleon magnetic moment. However, as before, this single
particle picture is useful just for order of magnitude estimates, as well as for gauging the
scaling of the effect with the atomic number. To extract the fundamental parameters of
interest (weak nucleon-meson couplings) reliably from experiments, more detailed (ideally
ab initio) nuclear structure calculations are needed, which can significantly deviate from the
shell model estimates (by as much as 400% [12]). In general, for these calculations, the
nuclear ground state wavefunction, |1),), is computed in the presence of the NN PV weak
interaction, V£V [12]:

~ 1.15 x 10_3/111'91‘142/3

(3.32)

_P|V]\I;]1\>[C|¢gsvp>
Egs - Ez

G0s) = [y, P) + 37 1 s, —P) (3.33)
with |1y, P) and E, the ground state wavefunction of fixed parity, P, and energy in the
absence of any PV effects. [¢;, —P) and E; are the other nuclear eigenstates of opposite
parity relative to the ground state and their associated energies. Calculating this demands
complex nuclear many-body methods, and it represents a major challenge for most nuclei.
One also needs the VFNC which is usually parametrized, in the one-meson-exchange model,
in terms of six meson-nucleon weak couplings: fr, h), hy, h2, b, hl, [159, 161-163], where
7, p and w indicate the mediating meson, while the superscripts indicate whether the weak
vertex is an isoscalar (0), isovector (1) or isotensor (2) [159, 161]|. Note that the g; coupling
constants considered in the single-particle picture can be expressed in terms of these six
constants [154, 160, 161, 164]. Standard Model estimates for the values of these couplings
have been calculated by Donoghue, Desplanques, and Holstein [161], who provided "best
values" and "reasonable ranges" for them. The broad "reasonable ranges", which can be
as big as hundreds of percent of the "best value", show the large degree of uncertainty in
computing these values [159, 161]|. One of the main goals of anapole moments measurements
is to extract the values of these weak coupling constants. VZ¥C can also be obtained with
different parametrizations of the weak coupling constants, using PV nuclear interactions
derived using perturbative chiral effective field theory [11, 165-168]. Once |1),) is computed,
the anapole moment a is calculated as the expectation value of the anapole moment operator
a over |thy), with [160]:
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fl = Z % [Nz (I‘i X 0',;) — g (piTZ»Q + T?pi)i| N (334)
K3
where u;, ri, p;, 0; are the magnetic moment, position, momentum, and spin operator of
the i-th nucleon and q = 1 (0) for a proton (neutron). Usually, the first term in the bracket
is significantly bigger than the second one [12, 160]. Note that higher order terms can be
added to the anapole moment operator shown above, such as two-body currents [12, 169].
Two-body currents have been shown to play a significant role in correctly calculating the
magnetic dipole moment of nuclei [85], and one would expect they can also be important for
anapole moment calculations.
Finally, Nanapole can be extracted using [12, 160]:

Gr
a = —Nanavolel, 3.35
\/§|6|?7 pel ( )

and it contains the information about the nucleon-meson weak coupling constants described
above. The fact that the anapole moment vector a points along the nuclear spin I follows
from the Wigner-Eckart theorem.

A third contribution to the NSD PV effects comes from the interference between the
NSI Z° boson exchange with the hyperfine interaction, and it is given (with a good degree
of approximation [170]) by [154-156]:

G
Hue = 5 (e 1) p(0) (3.36)
In the single particle approximation 7y is equal to [155, 156]:
1 o _
Tt = —gQWW ~ 2.5 x 10 4A2/3N7 (337)

where Qy is the weak charge, and p is the magnetic moment of the nucleus. Due to
its numerical prefactor, this NSD effect is usually much smaller than the two previously
considered. If needed, more detailed calculations of ny¢ can be performed, accurate to below
10% relative uncertainty [158, 170], which will be necessary if NSD PV effects are to be
measured at the 1% level in the future.

It can be noticed that the three NSD PV effects considered so far can be easily combined
to get:

Gr

Hygp = e D) (), (3.38)

With 17 = Naxial T Manapole T 7hi- 7The s smaller than the other two terms, and it can be calculated
with enough precision [170] and subtracted from 7. However, separating the effects of Nanapote
and 7),xia1 is not possible with only one measurement. However, given that the 1.napole scales
with A%3, while 7aa is expected to be constant, measuring 7 in several isotopes should
allow disentangling the two contributions. The same A% scaling also shows that Nanapole 15
the dominant NSD PV in heavy nuclei, while 7, dominates in lighter nuclei [43].
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Despite several measurements of the weak charge in several nuclei (some of them with
sub-percent accuracy [25]), so far, the only nonzero measurement of an NSD-PV effect in an
atom was observed in the *3Cs experiment [25], where the dominant contribution comes from
the anapole moment [160]. However, there is tension between the obtained values for the
meson-nucleon weak couplings obtained from this experiment and other accelerator-based
studies, motivating further experiments in this direction [160, 171]. The goal of one of our
experiments, which will be introduced in Chapter 5, is to extend the measurement of NSD
PV effects to nuclei across the entire nuclear chart, including radioactive, octupole-deformed
ones, where the anapole moment effect is expected to be largely enhanced [14]. This would
allow us to better constrain the different parameters characterizing the weak nucleon-meson
coupling, as well as to provide stringent tests for the development of microscopic nuclear
theory. At the same time, measurements in light nuclei would allow us to measure with
better precision the C5, and C, parameters, which are poorly constrained parameters of
the SM |14, 17, 27|.

63



64



Chapter 4

First Precision Laser Spectroscopy
Investigation of a Radioactive Molecule:
Radium Monofluoride

Molecules hold a great promise in our exploration of new physics, in particular viola-
tions of the fundamental symmetries of nature, such as parity and time reversal [14, 17]. One
of the main reasons for this enhanced sensitivity to the sought-after effects in molecules is
the fact that molecules contain energy levels of opposite parity, which can be much closer to
each other compared to those in atoms [17, 31]. For example, the main energy scale between
opposite parity levels in atoms is typically on the order of ~ 1 eV, while the spacing between
two opposite parity rotational levels in a molecule can be five orders of magnitude smaller
[14, 31, 172, 173].

This enhancement alone makes the molecules very appealing for new physics searches.
In addition, however, most of the effects we are interested in can be written, to a good degree
of approximation (usually to first order in perturbation theory), as the product between an
electronic operator, O,, and a nuclear operator, O,, [14, 17]. While the enhancements due to
O, are the ones described above, it turns out that one can also gain large enhancements in
sensitivity to symmetry-violating nuclear properties for specific nuclei, where large values of
O,, can be achieved. [14, 17, 44-46, 174, 175|. The nuclear properties of interest scale as a
power of the proton number and mass of the heaviest nucleus inside the molecule, and can
be further enhanced for deformed nuclei [14, 45, 46]. Certain nuclear symmetry violating
effects are expected to show already large enhancements due to the nuclear quadrupole
deformation alone (e.g. the P, T-odd nuclear magnetic quadrupole moment) [44, 172, 176—
178], while others get further enhanced if the nuclei have an octupole deformation, such as
the P,T-odd nuclear Schiff moment, which can be expressed as|14, 17, 44-46, 174, 175]:

S o ZA3Byp2, (4.1)

where Z and A are the atomic and mass numbers and [y and (3 quantify the magnitude of
the nuclear quadrupole and octupole deformations, respectively. An enhancement of about
three orders of magnitude of this effect is expected for the octupole deformed ?%%22Ra nuclei
compared to '"Hg nucleus [45, 46|, where the most stringent limits to date on C,P-violation
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in the hadronic sector have been set [179], while two additional orders of magnitude are
expected in the octupole deformed ?**Pa nucleus |14, 45].

Evidence of octupole deformation has so far only been observed and predicted to have
a non-zero value for particular short-lived radioactive isotopes such as *'Rn (7 = 26 mins),
25Rn (7 = 24 mins), ?»Ra (7 = 11.4 days), **Fr (7 = 22 mins), **Ra (7 = 14.9 days)
or Pa (1 = 1.5 days) [47, 180]. Therefore, to take advantage of the large enhancements
due to both O, and O,,, radioactive molecules emerge as a natural and leading candidate for
future fundamental physics studies, in particular, violations of the fundamental symmetries
of nature in the hadronic sector.

However, only recently have spectroscopy studies of radioactive molecules become pos-
sible [51]. This is because, unlike the case of non-radioactive species, the study of radioactive
molecules brings numerous challenges (but also rewards, as described above) [51-54]. Most
radioactive molecules do not occur naturally, so they need to be produced at specialized fa-
cilities such as ISOLDE [49| at CERN in Switzerland, FRIB [48] in the U.S., or RIKEN [50]
in Japan. Moreover, handling radioactive elements requires specialized training and infras-
tructure, which can prove difficult to fulfill on a university campus. However, progress in this
direction, for studying radioactive molecules such as RaF, RaOH, RaOH™, and RaOCHj is
underway [14, 181]. Finally, even if radioactive molecules can be produced, they may have
lifetimes of only a few days or below [51-54]. Therefore, they have to be studied online,
i.e., close to the place where they are produced and ideally as soon as they are produced.
Thus, many such experiments need to be performed on-site at the facilities able to produce
the molecules of interest [51-54|. Finally, even if the previous challenges are overcome, only
a small amount of radioactive molecules of interest can be produced, typically from ~ 10°
per second, down to a few per minute and usually among a much larger number of other
molecules, which act as a contaminant /background for the measurement. Therefore, special-
ized, highly sensitive, and selective techniques need to be developed to study such species
[51-54].

This chapter describes the first precision laser spectroscopy investigations of a ra-
dioactive molecule, radium monofluoride (RaF) [51-54]. During my PhD, we achieved the
measurement and characterization of its electronic and vibrational [52] (Article 1), rotational
[53, 54] (Article 2) and hyperfine [54] (Article 3) structure, as well as the measurement of
its ionization potential (Article 4). These results provided a laser cooling scheme for these
molecules [51, 53] (Article 2) and allowed the identification of the low-lying rotational and
hyperfine energy levels suitable for future symmetry violation studies [53, 54| (Articles 2 and
3). Our results proved the large sensitivity of this molecule to nuclear spin-independent and
dependent effects [52, 54| (Articles 1 and 3). Complementary to our experimental findings,
our results were accompanied by ab initio many-body electronic calculations, confirming
the ability of these calculations to properly characterize the electronic structure properties
of this molecule [52-54] (Articles 1, 3 and 4). These results are pioneering in the field of
spectroscopy of radioactive molecules, representing the stepping stone towards using these
species for future fundamental physics studies.

66



4.1 Article 1: Isotope Shifts of Radium Monofluoride
Molecules

This article (S.-M. Udrescu et al., “Isotope shifts of radium monofluoride molecules”,
Phys. Rev. Lett. 127, 033001 (2021)) presents the first observation of the isotope shift
effect in a radioactive isotopologue chain (molecules in which a nucleus is replaced with
one of its isotopes), proving experimentally the high sensitivity of the RaF molecules to
nuclear effects, in particular changes in the nuclear size upon isotopic substitution of the Ra
nucleus. Comparison with the experiment proves the accuracy of quantum chemistry many-
body calculations at below 10% level. For this article, published in Physical Review Letters
(2021), T led the data analysis and the analytical theoretical calculations. I prepared the
figures and the different drafts of the manuscript, including the initially submitted version,
as well as the subsequent revisions. I was in charge of the submission process.

Reprinted in full with permission from S.-M. Udrescu, et al., Physical Review Letters,
127, 033001, 2021. Copyright 2024 by the American Physical Society.
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Isotope shifts of 223-226.228R 4

9F were measured for different vibrational levels in the electronic transition

APTLL )2 X?Z*t. The observed isotope shifts demonstrate the particularly high sensitivity of radium

monofluoride to nuclear size effects, offering a stringent test of models describing the electronic density

within the radium nucleus. Ab initio quantum chemical calculations are in excellent agreement with

experimental observations. These results highlight some of the unique opportunities that short-lived
molecules could offer in nuclear structure and in fundamental symmetry studies.

DOI: 10.1103/PhysRevLett.127.033001

Introduction.—The study of electron-nucleus inter-
actions offers a powerful tool in the exploration of the
atomic nucleus and of the fundamental particles and
interactions of nature [1]. In recent years, the immense
progress of theoretical and experimental molecular spec-
troscopy is breaking new ground in fundamental physics
research. The structure of well-chosen molecular systems
can offer exceptionally high sensitivity to investigate the
violation of fundamental symmetries, which can be
enhanced by more than 5 orders of magnitude with respect
to atomic systems [1-5]. Ongoing developments pave the
way for distinct approaches to measure symmetry-violating
effects that could rigorously test the standard model at low
energy, and constrain the existence of new physics [6-8].

Electronic states in atoms and molecules can be
highly sensitive to the structure of their atomic nuclei,
and enable detailed investigations into the electron-nucleon
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interaction [9—12]. Adding or removing neutrons to or from
an atomic nucleus results in small differences in the
energies of its bound electrons, known as isotope shifts.
In atoms, isotope shift measurements have provided unique
access to study the evolution of nuclear charge radii in
exotic nuclei [13—18]. Precision measurements along iso-
topic chains can be used to separate electronic and nuclear
effects, thereby placing powerful constraints on the viola-
tion of fundamental symmetries and the search for
new physics beyond the standard model [9-11,19,20].
The possibility of performing precision measurements over
long chains of isotopologues—molecules of the same
elements that differ by the number of neutrons in their
nuclei—offers an ideal scenario to investigate nuclear
structure phenomena, nuclear-spin-dependent parity viola-
tion interactions, and probe fine details of the electron-
nucleon interaction in so far unexplored regimes.

A separation of so-called mass and volume effects from
isotope shift measurements requires at least two relative
measurements (three isotopologues), but no heavy element
beyond Pb possesses more than two long-lived isotopes
[21,22]. This has been a major experimental obstacle,
limiting our knowledge of molecules containing heavy

Published by the American Physical Society
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nuclei, as radioactive molecules can often only be produced
in small quantities (typically less than 107 molecules/s).
Thus, their study requires exceptionally sensitive exper-
imental techniques, which have not been available until
very recently [23].

In parallel to experimental advances in molecular phys-
ics, the development of molecular theory is of critical
importance. Accurate determination of molecular parame-
ters is important not only to guide experiments, but also
essential to extract nuclear structure and new physics
observables from experimental results. The interpretation
of molecular experiments relies upon computations of
molecular enhancement parameters, which strongly depend
on the description of the electron wave function at the
nucleus. Hence, measurements of molecular isotope shifts,
which are highly sensitive to the electron-nucleus inter-
action at the nucleus, provide an important test for the
reliability of quantum chemical calculations. However,
until now, comparatively little was known about electronic
shifts in isotopologues [24]. To our knowledge, isotope
shift measurements have neither been reported yet in
molecules containing isotopes of elements heavier than
lead (Pb, Z = 82) [25], nor for molecules containing short-
lived isotopes.

In this Letter we investigate, theoretically and exper-
imentally, the changes in the molecular energy levels when
neutrons are added to (or removed from) the radium
nucleus of RaF molecules. RaF molecules are of special
interest for fundamental physics research as their electronic
structure is predicted to provide a large enhancement of
both parity and time-reversal violating effects [4,8,26-28].
Moreover, some nuclei in the very long isotope chain
of Ra (Z = 88) exhibit octupole deformation [29,30],
which results in a significant amplification of their
symmetry-violating nuclear properties, relative to light
molecules [2,3].

Experimental technique.—Our experimental approach
was described in detail in Ref. [23]. Briefly, Ra isotopes
were produced at the ISOLDE facility at CERN, by
impinging 1.4-GeV protons onto a uranium-carbide target.
Upon injection of CF, gas into the target material, radium
molecules were formed through reactive collisions of the
evaporated Ra atoms. RaF™ molecules were created by
surface ionization and extracted using an electrostatic
field. The desired isotopologue was selected using a
high-resolution magnetic mass separator (HRS). After that,
ions were collisionally cooled for up to 10 ms in a radio-
frequency quadrupole (RFQ) trap, filled with helium gas at
room temperature. Bunches of RaF™ of 4 us temporal
width were released and accelerated to 39998(1) eV,
and then sent to the Collinear Resonance Ionization
Spectroscopy (CRIS) setup [31-35].

At the CRIS beam line, the ions were passed through a
charge-exchange cell where they were neutralized in flight
by collisions with a sodium vapor, primarily by the reaction

RaF"™ 4+ Na — RaF + Na™. The estimated ionization
energy of RaF is close to that of the atomic Na
(5.14 eV), hence the RaF molecules predominately popu-
lated the X?>T* electronic ground state in the neutralization
process [36]. After this step, any remaining ions were
deflected from the main, neutral molecular beam, which
was then collinearly overlapped in space and time with two
pulsed laser beams in an ultrahigh-vacuum (107! mbar)
laser-molecule interaction region.

The RaF molecules were resonantly ionized in two steps.
First, one laser pulse of tunable wavelength was used to
resonantly excite the electronic transition of interest,
A1y, « X?Z". The electronically excited RaF molecules
were then ionized using a high-power, 355-nm pulsed laser.
Subsequently, the resonantly ionized RaF™ ions were
deflected from the bunch and detected by an ion detector.
The wavelength of the ionization laser was set such that RaF
molecules can be ionized if they are already in an excited
electronic state, i.e., if the frequency of the first laser was on
resonance with a transition in the RaF molecule. Hence, the
low-lying electronic and vibrational spectra were obtained
by counting the number of ions detected as a function of the
wavelength of the first laser pulse.

Computational methods.—Electronic transition wave
numbers 7 for different isotopologues of RaF were calcu-
lated at the level of relativistic Fock-space Coupled Cluster
including Singles and Doubles amplitudes (FSCCSD)
with the program package DIRAC19 [37], correlating 17
electrons [FSCCSD(17e)]. Isotope shift constants F =
[(961)/(05(r*))] were deduced by calculation of transition
wave numbers for different mean-square nuclear charge radii
(r?) with a Gaussian nuclear charge distribution model and
computation of the slope within a linear fit model.

In order to estimate the quality of this method,
FSCCSD calculations with an extended basis set and 27
correlated electrons [FSCCSD(27e)] were carried out for
three nuclear charge radii at an internuclear distance
of 4.3a, (close to the RaF ground state bond length, see
Ref. [27]). This extended basis set was also used in atomic
calculations of Ra™, in which 19 electrons (5d, 6s, 6p,
and 7s shells) were correlated. These atomic calculations
were used to directly compare our measurements and
previous isotope shift measurements in the radium ion
[38]. To account for the effect of the larger basis and active
space in the other calculations, the FSCCSD(17¢) isotope
shifts were corrected by a factor {[Frsccsp(are)(4-3a0)]/
[Frscesp(i7e) (4-3ag)] ), to which we will refer as FSCCSDe
in the following.

Isotope shift constants F(rgar) = [(067)/(95(r*))](rrar)
were calculated for bond lengths of rp.p = 4.0, 4.1, 4.2,
4.25, 4.3, and 4.4 ay, which covers the region around the
equilibrium structure of the electronic ground state. From
this, we determined F as a function of rg,p from a fourth-
degree polynomial fit. Vibrational corrections to F were
calculated within a one-dimensional discrete variable
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representation (DVR) approach. In DVR calculations,
potentials of the electronic ground and excited states
calculated in Ref. [27] were employed. For more details
on the applied active space in FSCCSD calculations, used
basis sets, the employed Gaussian model, and the vibra-
tional corrections, see the Supplemental Material [39].

Results and discussion.—The measured isovibrational
spectra of the ATl , < X*E* electronic manifold for
two of the investigated isotopologues, ***Ra'’F (top) and
228Ral%F (bottom), are shown in Fig. 1(a). The reported
wave numbers have been transformed to the molecular rest
frame to account for the Doppler shift between the lab
frame and the molecular bunch velocity. Each spectrum
was fitted with a sum of four skewed-Voigt profiles in
addition to a constant background, from which the centers
of the 0 <0, 1 « 1, 2 « 2, and 3 « 3 transitions were
extracted. Wave number values are shown relative to the
0 « 0 transition of ?*Ra'F. The continuous curves show
the best fits to the data. The vertical lines indicate the
central value of each of the four transitions, with the widths
indicating the associated uncertainty. A close-up view of
the spectra corresponding to the O « 0 transition of the five
isotopologues 223-226228R4!F can be seen in Fig. 1(b). The
plot at the bottom shows the position of the center of each
peak relative to the one corresponding to 2?°Ra!°F. Each
vertical band corresponds to a given isotopologue accord-
ing to the color used in the top plot, and the width of the
band shows the uncertainty on the given central value. A
shift of the central values between the measured isotopo-
logues can be clearly observed. The obtained isotope shifts
for all five isotopologues are shown in Table I.

At a bond length of 4.3ay, the isotope shift constant F is
computed to be —0.797 at the level of FSCCSD(17¢) and
—0.825 at the level of FSCCSD(27e), respectively. From a
comparison of these two values we estimate the relative
uncertainty of the FSCCSD(17e) approach due to the basis
set and the size of the active space to be less than 4%.
Comparison of the isotope shift constant in the 7p?P, 2=
7528, /> transition in Ra* calculated at the level of FSCCSD

(27e) [F = —1.283(3) (cm™!/fm?)] to atomic calculations
with a comparable method but a different nuclear model in
Ref. [38] [F = —1.328 (cm™'/fm?)] shows a deviation of
about 3%. Assuming that this deviation is mainly due the
use of a different model for the nuclear charge distribution
we estimate the error due to the Gaussian nuclear model
to be about 3%. Thereby, we note that the shape of the
potential of a Gaussian nuclear charge distribution is rather
similar to the shape of the potential of a homogeneously
charged solid sphere nuclear model used as the starting
point in Ref. [38], as well as to the shape of the potential of
a Fermi nuclear model (see Ref. [48] for a review). Finally,
from CC calculations of hyperfine couplings in the X?XF
state [4] and the A’IT, /2 state [12] we assume contributions
of excitations involving three electrons as characterized by
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FIG. 1. Isovibrational spectra of the AIT; ), « X*E* electronic
transition. (a) Spectra of the 2?*Ra!°F (top) and >?®Ra!°F (bottom)
isotopologues. The wave number axis was shifted such that the
origin coincides with the center of the 0 < O transition of the
reference 22Ra'’F isotopologue. Moving in the negative direction
on the wave number axis, the four peaks correspond to the 0 « 0,
1 « 1,2 « 2, and 3 « 3 vibrational transitions. The histograms
represent the experimental data, while the continuous black
curves depict the best fits for each isotopologue. The vertical
bands mark the central values of the transitions, while the width
of each band corresponds to the associated uncertainty. (b) 0 < 0
peaks of the five isotopologues 223-220228Ra!“F. The plot at the
bottom marks the position of the center of each peak relative to
the one corresponding to 22°Ra'°F. The width of each vertical
band shows the uncertainty on the given central value.
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TABLE 1. Measured isotope shifts of the A’Ilj, « X?Z*
vibrational transitions for the isotopologues 223-220228Ra!%F (in
units of cm™!). The isotope shifts are given relative to 22Ral°F.

. S v S v 05"

242 0.269(9) 0.278(14) 0.274(30) 0.298(63)
243 0.176(13) 0.177(28) 0.178(31) 0.064(80)
244 0.117(46) 0.100(74) 0.121(75) 0.001(131)

245 0 0 0 0
247 —0.184(17) —0.179(26) —0.251(60) —0.374(123)

the 73 CC amplitudes to be less than 3%. Errors from other
sources, such as the vibrational description employed in
comparison, are expected to be negligible. Thus, an overall
uncertainty of about 10% is estimated for the calculated
isotope shift constants.

Results of ab initio calculations of isotope shift constants
F for the electronic states X%, ,, and A%I1; , for the first
four vibrational levels in RaF and a comparison to
experimentally determined isotope shift constants (see
details below) are shown in Table II. Within the 10%
uncertainty of the theoretical methods discussed above, the
predictions are in agreement with experiment. This is also
shown in the inset of Fig. 2.

Similar to atoms, the isotopic shifts of the electronic
energy levels in molecules can be highly sensitive to the
electron density at the nucleus and to changes of the nuclear
size [49-51]. This in turn can provide valuable constraints
for quantum chemical calculations, such as determination
of the ground-state electronic wave function. However,
molecules also possess vibrational and rotational degrees
of freedom [24,52,53]. Changes in the nuclear volume
between different isotopes can yield measurable deviations
to the parameters associated with these degrees of freedom.

TABLE II. Calculated isotope shift constants F = [(96T)/
(08(r*))] of vibrational levels v for the X%, and A%,
electronic states are shown at the FSCCSD(17¢) level of theory,
with vibrational corrections at the level of DVR. FSCCSDc
values shown in squared brackets in the fourth column. Com-
parison of the theoretically determined isotope shift constants to
experimentally obtained F are presented in the last two columns.
Theoretical values are estimated to have a relative error of
approximately 10% (see text).

F(em™' /fm?)

v X221/2 A2H1/2 AZHI/Z,’U «— X221/2,1}
Theory Experiment
0 0.764 —0.033 —0.797 [-0.825] —0.845(24)
1 0.766 —0.034 —0.800 [-0.828] —0.868(39)
2 0.769 —0.035 —0.803 [-0.831] —0.876(75)
3 0.771 —0.036 —0.807 [-0.835] —0.862(166)

Vibrational and rotational isotope shifts are sensitive to the
first and second derivatives of the electronic density with
respect to internuclear distance [49-51].

By accounting for the finite nuclear size in addition to the
breakdown of the Born-Oppenheimer approximation, the
isotope shift can be approximately related to changes in
the nuclear charge radius (see Supplemental Material [39]
for derivation and further details) [49-51,54-57]:

ATEy ATI-X AV?(’)H_Z 2
SAATZY — [ AV +W(U+ 1/2) |6(r*) 4ur
(1)

where 1, is the reduced mass of the reference isotopologue,
AV4, and AV4, represent corrections to the Y, and Yy,
Dunham parameters due to finite nuclear size. These are
related to the effective electronic density at the Ra nucleus,
p4, as well as the first and second derivatives of this density
with respect to the internuclear distance (see Ref. [51], for a
detailed discussion).

Empirical values of the molecular parameters in Eq. (1)
can be extracted from the dependence of the measured
molecular isotope shifts on the change in the mean-square
charge radius, §(r?), of the Ra nucleus [38,58]. The values
used for 5(r*) were obtained from literature values of
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FIG. 2. Isotope shifts as a function of the changes in the charge

radius of the five analyzed RaF isotopologues with respect to the
reference 22°Ra'’F molecule. Each color corresponds to one of the
four investigated transitions and the black line shows the best
linear fit to the O < O transition. The inset in the bottom left
shows the values of the slope of this fit, F, corresponding to
experimental data (black) and theoretical predictions (cyan for
FSCCSD method and magenta for FSCCSDc). See main text
for details.
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TABLE III.  Corrections to the Y, and Y|, Dunham parameters
due to the finite size of the nucleus (in units of cm™'/fm?, and
u.!/2 em~! /fm?, respectively). The last column shows the varia-
tion of the effective electron density between the IT and X states
(in units of A73).

Method AVoE AV A(p)i—=
Experiment —0.839(33) —0.065(120) 392(15)
FSCCSD —0.795(82) —-0.014(150) 371(38)
FSCCSDc —0.823(85) —0.014(155) 385(40)

the 7p?P,/, < 7s*S, transition measured in Ra™ [38],
and using our calculated field shift, F =
—1.283(3) (cm™!'/fm?). Mass-shift contributions to the
isotope shift which are below 30 MHz were neglected
and were included as an additional uncertainty. Figure 2
shows the four measured transitions for RaF isotopologues
as a function of the changes in the root-mean-square charge
radius, §(r%)??%4, of the Ra nucleus with respect to the
226Ra isotope.

A fit to Eq. (1) was performed for each of the four
transitions. The extracted molecular parameters and theo-
retical results are shown in Table III. The change in electron
density at the nucleus between the II and X states was
obtained using V4§, = [(Z4€?)/(6€,)]p2, with Z, being the
atomic number of the Ra nucleus, e the electron charge, and
€y the electric constant [50,51]. As seen in Table III, an
excellent agreement between experimental and theoretical
results is obtained. The isotope shifts in these molecules
are dominated by the product between the changes of
the nuclear size, 5(r?), and the molecular parameter
A(V{)1~* = —0.839(33) cm~!/fm?. This notably large
sensitivity to nuclear size effects indicates that even for
relatively low precision isotope shift measurements (uncer-
tainty better than 0.02 cm™'), values of §(r?) could be
extracted with better than 10% precision. Thus, such kind
of molecules combined with the present method could
offer sensitive routes to investigate nuclear structure prop-
erties of exotic actinide nuclei. These elements are highly
reactive and challenging to produce and study in their
atomic or ionic forms. However, their chemical properties
facilitate the formation of molecular compounds. Hence,
the extension of these studies to actinide molecules could
provide new access to yet-unexplored nuclear properties in
these nuclei.

Summary and outlook.—Isotope shift measurements of
different RaF isotopologues were determined for the first
time, exhibiting a remarkably high sensitivity to changes in
the nuclear charge radius of the Ra nucleus. The effective
electronic density at the Ra nucleus was obtained by
combining our results with previous independent measure-
ments of the mean-square charge radii of Ra isotopes.
Ab initio quantum chemical calculations show an excellent

agreement with the experimental findings, confirming
the high sensitivity that this molecule offers to study the
electron-nucleon interaction in the proximity of the
Ra nucleus.

As illustrated in this work, measurements of molecular
isotope shifts offer complementary information to test the
reliability of quantum chemical calculations, and provide
empirical input by which the accuracy of theoretical models
can be gauged. Quantum chemical calculations are essen-
tial to extract nuclear structure and fundamental physics
parameters from precision measurements. Such informa-
tion is especially interesting for molecules containing
exotic isotopes of the heaviest elements of the periodic
table. These species are of marked interest for nuclear
physics and fundamental symmetry studies [2,12,59-69],
but until now the experimental knowledge of their molecu-
lar spectra and nuclear properties has been lacking. Our
findings offer important information to understand nuclear
structure and symmetry-violating effects in this kind of
molecules.
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THEORETICAL METHODS

Transition energies for different isotopologues of RaF
were calculated at the level of relativistic Fock-Space
Coupled Cluster including Singles and Doubles ampli-
tudes (FSCCSD). These calculations were carried out
with the program package DIRAC19 [1]. The nuclear
charge density of nucleus A was described by a nor-
malized Gaussian function p4(7;) = poe~SITi=7al” with
¢ = ﬁ being characterized by an empirically de-
termined root-mean-square nuclear radius of (r2)'/2 =
[0.836A1/ 3+ 0.570] fm [2], instead of a homogeneously
charged solid sphere as was assumed as a starting point
in previous atomic calculations used to determine the ex-
perimental nuclear charge radii in Radium isotopes [3} [4].
Here 7; and 74 denote the position vector of electron
i and nucleus A, respectively. Calculations were car-
ried out for different root-mean-square nuclear radii that
within this model correspond to isotopologues of “Ra'’F,
with even values for the Ra nucleus mass, A, ranging from
A =212 up to A = 232, in addition to the isotopologues
with A = 213,223, 225.

Calculations were performed using the s,p,d,f-subset of
the ANO-RCC basis on Ra and the s,p,d-subset of the
ANO-RCC basis on F. In these calculations, the 6s, 6p
and 7s shells of Ra and the 2s and 2p shells of F are
correlated (17 electrons) and are therefore denoted as
FSCCSD(17¢). All calculations were repeated for bond
lengths of rr.r = 4.0, 4.1, 4.2, 4.25, 4.3 and 4.4 ag, which
covers the region around the equilibrium structure of the
electronic ground state. For each bond length, the iso-
tope shift constant F(rrar) = %(TRS‘F) is determined
by a linear fit of the total energy of RaF for different elec-

TABLE 1. Isotope shift constants F' = % of electronic

states in RaF for different bond lengths at the FSCCSD(17e)
level. FSCCSD(27e) calculations are shown in square brackets
for a bond length of rrar = 4.3 ap. Isotope shift constants F'
of the A2H1/2 — X221/2 transition correspond to the slopes
in Fig. For all calculated isotope shifts fit errors are <

1075 e
TRar (a0) F (%)
X221 2 A2H1 2 A2H1 9 X221 2
4.0 0.756 —0.015 —-0.771
4.1 0.758 —0.021 —0.778
4.2 0.760 —0.027 —0.787
4.25 0.762 —0.030 —0.792
43 0.764 ~0.033 —0.797 [—0.825]
4.4 0.769 —0.039 —0.808

tronic states in dependence of the Ra mass (see Fig. .

In order to estimate the quality of this method, FSC-
SSD calculations with an extended basis set of 33 s, 29 p,
20d, 14 f, 7 g, and 6 h functions for Ra and additionally
correlating the 5d shell of Ra (27 correlated eclectrons)
(FSCCSD(27e)) were carried out for the isotopologues
22Ra'F, 22°Ral’F and 2?®Ra'F at a bond length of
4.3 ag. The resulting isotope shifts constants for differ-
ent bond lengths of RaF are shown in Table

The same basis set that was employed in the
FSCCSD(27¢) calculations was used in an atomic
FSCCSD calculation of Ra™, in which 19 electrons (5d,
Gs, 6p and 7s shells) were correlated. These atomic calcu-
lations were used to allow a direct comparison between
our measurements and previous isotope shift measure-
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FIG. 1. Isotope shifts as a function of the changes in the

charge radius with respect to the reference charge radius that
corresponds within the applied model to the isotopologue
226Ra'"F molecule calculated at the level of FSCCSD(17e).
Each color corresponds to one of the six different bond
lengths. In the inset (bottom left), the deviation from the
average over all bond lengths is shown for each bond length.
The slopes of the linear fits for each bond length are given in
Table [I}

ments in the radium ion. In the present work, the nucleus
is modeled as a Gaussian distribution. In all FSCCSD
calculations, the active space was restricted to virtual
orbitals below 1000 E,.

Vibrational corrections to isotope shift constants were
calculated from a fourth-degree polynomial fit of the
bond length dependence of isotope shifts:

F(rrar) & Y CkTfar - (1)
k=0

Vibrational wave functions were received in a one-
dimensional discrete variable representation (DVR)
scheme [5] employing the potentials of the electronic
ground and excited states calculated in Ref. [6] using the
the reference isotopologue 226Ra!?F. The dependence of
the vibrational wave functions on different masses of Ra
was determined to be < 1%. A sketch of the electronic
potentials of the X?%+ and A%l from Ref. [6] are
shown in Fig. The linear moments in the figure are
shown for the first four vibrational levels to illustrate for
which bond lengths the vibronic expectation values are
evaluated. The bond length dependence of the isotope
shift of the X?%+ and A2II, /2 states is given relative to
that of the Oth vibrational level. The vibronic expecta-

tion value is calculated as

F = (o|F(rrap)lv) = Y _(vlrfaplv)er, (2)
k=0

with ¢ being coefficients of the fourth-order polynomial
fit of the bond length dependence of isotope shifts. The
crossing points of <%) (points and stars) with the lin-
ear moments (gray vertical lines) give the leading-order
contribution to the vibronic expectation values. For the
AT, /2 state this is almost identical to the full expec-
tation values (orange dotted/dashed lines), whereas for
the X2Xt state non-linear contributions are much more
important.

cmaw  x2g
Clrrap [ nnnn , 12
sees ATy

20000 : : : :
AFyey, , *
AFper,, / o 0.02
<5 15000 | i1 AL

Veree (cm™ he) and

Rar (@)

FIG. 2. Electronic potentials of the X?%% and A%IL, /2
states. The vibrational wave functions are shown for the ze-
roth and third vibrational states, respectively. Wave func-
tions are shifted to the energy of the vibrational level and
scaled arbitrarily for better representation (see text for more
details). Isotope shift constants are shown relative to the vi-
brational ground state (AF = (F — (v = 0|F(rrar)|v = 0)))
for both electronic states as function of rr.r (dots and stars)
alongside polynomial approximations and vibronic expecta-
tion values (horizontal dotted lines).

ISOTOPE SHIFT DERIVATION

In the Dunham model [7], the rovibrational energy lev-
els of a diatomic molecule are given by

k
E, ;= Z Y (V+ %) [J(J + 1), (3)

k>0

where v and J are the vibrational and rotational quan-
tum numbers, respectively, for a given electronic level,
and Yy, are the Dunham coefficients in units of frequency.



It can be shown [8 [9] that these coefficients have an ex-
plicit dependence on the reduced mass of the molecule
expressed as

Y = p~*2 00, (4)

Ross et al. [10] showed that further isotope-dependent
corrections are needed for the expression above, to ac-
count for the breakdown of the Born-Oppenheimer ap-
proximation and the Jeffreys-Wentzel-Brillouin-Kramers
(JWBK) approximation used in the Dunham
model derivation [15H17]. The size of the nuclei of the
atoms in the molecule produces a further shift of the
energy levels [8] 9] [19], introducing a field shift cor-
rection. The modified expression is given by

A4 AB
Vi = (k/2+l)Ukl {1 me( kl kl)
(5)

My Mg

+ VA + Vk?<7“2>3] ,

where M4 and Mp are the masses of the two atoms in the
molecule, while A%; and Afl are mass-independent cor-
rections for each of the two atoms. (r?)4 and (r?)p are
the nuclear mean-squared charge radii of the two nuclei
in the molecule, while V} and V;§ quantify the magni-
tude of the change of a given Dunham parameter due
to the nuclear size. These parameters can be related to
the electron density at the given nucleus, as well as the
first and second derivative of this density with respect to
internuclear axis (see [9] for a more detailed discussion).

In our case, given that we are interested in variations
between molecules in which only the radium nucleus is
changed, the fluorine nucleus contributions can be ne-
glected (O(Mp, (r*)w)). Eq.[5 reduces to:

B ARa
Y= MR£§/2+1)Ukl 1+ me—=
MRa

+ Vi (r*)Ra (6)
+ O(]\/[F, <7’2>F).

In this approach, the parameter Uy, is independent of
mass or volume effects, being the same for all isotopes.
At the energy resolution of our experiment, we are mainly
sensitive to changes in the electronic energy FE,, associ-
ated to Ypg and the first-order vibrational energy Fyip,
linked to Y79. So that the transition energy E is given
by

Eey Evip
E =Yg — Yoo+ Y/ — Yo (7)
Thus, the energy of the electronic transition between the

X?%+ and A%l 5 state for a given RaF isotopologue,
a, is given by

IS I By
Eq = Y50 — Yo
A(X IT
=Ul11+m + Ve o
00 e A r Ma 00 < >
ALE (8)
— Ut |1 mep =+ %%’E<r2>a]
Me II 2
= U(% - Uozo ]\[ (Ago Uoo Ago Uozo)

+ (Ve "'USG — Ve U (1)

This expression can be re-written as

B = Ug - Ugy + %ﬁn_z) FAVE T (0P, (9)
with

AAGTF) = me(AGUR - AfTUR),  (10)
and

AVoo = Ve 'O — Ve " U, (11)

The equivalent formula for the vibrational energy i,
for the same vibrational excitation, v, of the X2X* and
AT, /2 electronic levels is given by

I3,
Egy "
= (V" - V5P v+ 1/2)
a,IT
12U 14 me Vo M| (v+1/2)
o,y
o PUR |14 me=te VT () a | (v +1/2),
M,
(12)
and

BT = u;1/2(U1% —Un)(v+1/2)
+ g5 2 (Ai‘o“Um ATUR) (v +1/2)

Vio EUw)(V +1/2)(r?)a.
(13)

+ /@1/2(‘/1% 1-IU10 -

Similarly, it can be expressed as
LS, 2
Egp (Ul -

71/2A(A(110H 2)
M

Uy (v +1/2) (14)

tha

«

where

AN = me(ATUT, — AU, (15)

(V+1/2) 45 PAVET P (041/2) (1) o,



and

AWy = ViTUL - Vg T U, (16)

Using Eq.[9] the isotope shift between two isotopo-
logues o and o’ associated to the electronic energy be-
tween the II and ¥ state is given by

o TI,5 . T,5 aTI-% 1 1
Ea — Eq =A(Ag ) (M LT M.

+ AVO%’H_E(<T2>M —(r)a) (17)

ol [ My — M.,
= A ()

+ AVETTZ65(r%) g

Similarly, Eq. [14]gives the isotope shift associated with
the vibrational energy

o IS, v o, I3 v
Evib - Evib

Mo =12 _ pp,ust/?
=A<A%“‘E>< abe B ) (v +1/2)

+ AV (—i??_j - %

> (v+1/2).
(18)

Therefore, the overall energy shift due to electronic and
vibrational energy is given by

AEa,a',H,Z,u (19)
_ Ea',H,E . E(y,H,E _l_Eo/,H,ZJ,V . Ea,l’I,Z,y
— el el

vib vib
AL (

M, — M, _
; > + AVO%’H E5<T2>aa/
B Y, _,1/2 AL ;1/2
+A(Ai)¢dﬂ Z) < ally o’ (V+1/2)

My My
My Mgy

2 2
+AV106,H—E (<7”lu>a/ _ <”°M>a

a,lI-S ¢/ 2 o, l1-% (7‘2>a/ <T2>a
~ AVgy 5(r)aar + AV, ﬁ_f

The terms containing A(AJ" ) and A(A%T™) are
expected to be less than 0.001 cm~! in magnitude, based
on mass shift values from Ra™ [3], and the &, values of
the A2H1/2 and X2 states in 220RalF [20]. Hence
they are neglected in the present study. When the term

)(y+1/2)

2 2 2
6<:/;>ﬁ ~ is used instead of (% - %) a correction

factor of up to 1.5% should be taken into account.

* lsudrescu@mit.edu

)(y+1/z).

t rgarciar@mit.edu
¥ robert.berger@uni-marburg.de

[1] DIRAC, a relativistic ab initio electronic struc-
ture program, Release DIRAC19 (2019), written by
A. S. P. Gomes, T. Saue, L. Visscher, H. J. Aa. Jensen,
and R. Bast, with contributions from I. A. Aucar,
V. Bakken, K. G. Dyall, S. Dubillard, U. Ekstrém,
E. Eliav, T. Enevoldsen, E. Faflhauer, T. Fleig, O. Foss-
gaard, L. Halbert, E. D. Hedegard, B. Heimlich—Paris,
T. Helgaker, J. Henriksson, M. Ilias, Ch. R. Jacob,
S. Knecht, S. Komorovsky, O. Kullie, J. K. Lardahl,
C. V. Larsen, Y. S. Lee, H. S. Nataraj, M. K. Nayak,
P. Norman, G. Olejniczak, J. Olsen, J. M. H. Olsen,
Y. C. Park, J. K. Pedersen, M. Pernpointner, R. di Remi-
gio, K. Ruud, P. Salek, B. Schimmelpfennig, B. Senjean,
A. Shee, J. Sikkema, A. J. Thorvaldsen, J. Thyssen,
J. van Stralen, M. L. Vidal, S. Villaume, O. Visser,
T. Winther, and S. Yamamoto (available at http://
dx.doi.org/10.5281/zenodo.3572669, see also http://
www.diracprogram.org).

[2] L. Visscher and K. G. Dyall, “Dirac-fock atomic elec-
tronic structure calculations using different nuclear
charge distributions,” At. Data Nucl. Data Tables 67,
207-224 (1997).

[3] L. W. Wansbeek, S. Schlesser, B. K. Sahoo, A. E. L.
Dieperink, C. J. G. Onderwater, and R. G. E. Timmer-
mans, “Charge radii of radium isotopes,” [Phys. Rev. C
86, 015503 (2012).

[4] KM Lynch, SG Wilkins, J Billowes, CL Binnersley,
ML Bissell, K Chrysalidis, Thomas Elias Cocolios, T Day
Goodacre, RP de Groote, Gregory James Farooq-Smith,
et al., “Laser-spectroscopy studies of the nuclear struc-
ture of neutron-rich radium,” Phys. Rev. C 97, 024309

(2018).

[5] R. Meyer, “Trigonometric interpolation method
for  one-dimensional  quantum-mechanical  prob-
lems,” J. Chem. Phys. 52, 2053-2059 (1970),

https://doi.org/10.1063/1.1673259.

[6] TA Isaev and R Berger, “Lasercooled radium monoflu-
oride: A molecular all-in-one probe for new physics,”
arXiv preprint arXiv:1302.5682 (2013).

[7] JL Dunham, “The energy levels of a rotating vibrator,”
Phys. Rev. 41, 721 (1932).

[8] Stefan Knecht and Trond Saue, “Nuclear size effects in
rotational spectra: A tale with a twist,” Chem. Phys.
401, 103-112 (2012).

[9] Adel Almoukhalalati, Avijit Shee, and Trond Saue, “Nu-
clear size effects in vibrational spectra,” Phys. Chem.
Chem. Phys. 18, 15406-15417 (2016).

[10] AHM Ross, RS Eng, and H Kildal, “Heterodyne mea-
surements of 12C*80, ¥C!%0, and 3*C*®0 laser frequen-
cies; mass dependence of Dunham coefficients,” Opti.
Comm. 12, 433-438 (1974).

[11] Harold Jeffreys, “On certain approximate solutions of
lineae differential equations of the second order,” Pro-
ceedings of the London Mathematical Society 2, 428-436
(1925).

[12] Gregor Wentzel, “Eine Verallgemeinerung der Quan-
tenbedingungen fiir die Zwecke der Wellenmechanik,” Z.
Phys. 38, 518-529 (1926).

[13] Hendrik Anthony Kramers, “Wellenmechanik und hal-



bzahlige Quantisierung,” Z. Phys. 39, 828-840 (1926). bined isotopomer analysis of diatomic spectra and its ap-
[14] Leon Brillouin, “The wave mechanics of schrodinger; plication to hf and df,” J. Mol. Spectrosc. 194, 189-196
a general method of solution by successive approxima- (1999).
tions,” Account Give back. Weekly. Seances Acad. Sci. [18] H Knockel and E Tiemann, “Isotopic field shift in the
183, 24-26 (1926). transition A0T — X' of PbS,” Chem. Phys. 68, 13-19
[15] Ph R Bunker, “The nuclear mass dependence of the (1982).
dunham coefficients and the breakdown of the born- [19] J Schlembach and E Tiemann, “Isotopic field shift of the
oppenheimer approximation,” J. Mol. Spectrosc. 68, rotational energy of the pb-chalcogenides and tl-halides,”
367-371 (1977). Chem. Phys. 68, 21-28 (1982).
[16] James KG Watson, “The isotope dependence of diatomic [20] RF Garcia Ruiz, R Berger, J Billowes, CL Binnersley,
dunham coefficients,” J. Mol. Spectrosc. 80, 411-421 ML Bissell, AA Breier, AJ Brinson, K Chrysalidis, T Co-
(1980). colios, B Cooper, et al., “Spectroscopy of short-lived ra-

[17] Robert J Le Roy, “Improved parameterization for com- dioactive molecules,” Nature 581, 396 (2020).



4.2 Article 2: Precision Spectroscopy and Laser-Cooling
Scheme of a Radium-Containing Molecule

This article (S.-M. Udrescu, et al., “Precision spectroscopy and laser-cooling scheme
of a radium-containing molecule”, Nature Physics 20, 202— 207 (2024).) presents the first
high-resolution, rotationally resolved spectroscopy of a radioactive molecule, 22°RaF. This
measurement provided a quantitative laser cooling scheme for this molecule (for the first time
in a radioactive molecule), as well as the location of the low-lying rotational levels suitable
for future fundamental physics studies using this molecule. For this article, published in
Nature Physics (2024), I was involved in the experiment, I led the data analysis and the
theoretical calculations, I prepared the figures and the different drafts of the manuscript,
including the initially submitted version, as well as the subsequent, revised ones and I was
in charge of the submission process.

Reproduced with permission from Springer Nature.
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Molecules containing heavy radioactive nuclei are predicted to be extremely
sensitive to violations of the fundamental symmetries of nature. The
nuclear octupole deformation of certain radium isotopes massively boosts
the sensitivity of radium monofluoride molecules to symmetry-violating
nuclear properties. Moreover, these molecules are predicted to be laser
coolable. Here we report measurements of the rovibronic structure of
radium monofluoride molecules, which allow the determination of their
laser cooling scheme. We demonstrate animprovementin resolution

of more than two orders of magnitude compared to the state of the art.

Our developments allowed measurements of minuscule amounts of hot
molecules, with only afew hundred per second producedina particular
rotational state. The combined precision and sensitivity achieved in this
work offer opportunities for studies of radioactive molecules of interest in
fundamental physics, chemistry and astrophysics.

The Standard Model of particle physics has been spectacularly success-
ful atexplaining the fundamental interactions of the known elementary
particles of the universe up to TeV-scale energies. However, the Stand-
ard Model is not acomplete theory of nature, as it cannot account for
observationsrelated to dark matter, dark energy, the matter-antimat-
ter asymmetry of the universe or the spectrum of elementary particle
masses’. Numerous Standard Model extensions have been proposed
to explainthese observations, often predicting stronger violations of

fundamental symmetries, such as parity or time reversal, or the exist-
ence of new forces and particles'. Agreat deal of attentionis therefore
now focused on constraining these effects in precision experiments
conducted across different energy scales.

Inthelastfewyears, precision molecular studies have emerged as
acompelling platform upon which to perform these investigations? ™.
Symmetry-violating properties of fundamental particles can add minus-
culebut measurable perturbations to the energies of molecular states.
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Fig. 1| Illustration of the experimental setup. a, Mass-selected RaF" ions
accelerated to-30 keV are partially neutralized in a Na vapour (I). Residual ions
are removed using astatic electric field (I1), and neutral molecules are overlapped
collinearly with three pulsed laser beams (11l). The three lasers used are shown as
coloured cuboids. Their approximate wavelengths and relative timings (coloured
Gaussian shapes) are indicated. Resonantly ionized molecules are deflected and
detected onanion detector (IV). b, Three-step ionization scheme for the RaF
molecules. Thefirst Ti:Salaser excites the molecules from the ground X?%* to

the excited Al , electronic state. Potential curves of the two states, vibrational
(blue) and rotational (green) energy levels are shown, not to scale (v1abels the
vibrational quantum numbers). A second dye laser further excites the molecules
toahigher-lying I, electronic state. Finally, a neodymium-doped

yttrium-aluminium-garnet (Nd:YAG) pulsed laser ionizes the molecules. The
value of the ionization potential (IP) as well as the wavelengths of the lasers used
are shown. ¢, At zero centre-of-mass kinetic energy, the simulated rovibronic
spectra have transition linewidths, Av, at T=500 K, of ~400 MHz (cyan line).

At 30 keV, the linewidths canbe reduced by up to three orders of magnitude
(magentaline), limited by the natural linewidth of the transition.d, Aspectrum
of our current results (red and grey lines) is compared with previous results
(bluedots)”, displaying the linewidth reduction from ~60 GHz to ~150 MHz. The
xaxis shows the wavenumber of the first-step laser in cm™. The y axis shows the
ion count rateinarbitrary units (a.u.). The error bars represent one standard
deviationstatistical uncertainty.

Duetotheirclose-lying rotational states of opposite parity, molecules
can beimbued with an enhanced sensitivity, of more than 11 orders of
magnitude, to symmetry-violating properties, relative to atoms>. In
addition, as the strength of symmetry-violating effects rapidly scales
withatomic number, nuclear spin and nuclear deformation, molecules
containing heavy, radioactive nuclei, such as the pear-shaped radium
(Ra)', are predicted to further provide more than two orders of magni-
tude enhancement, relative to non-radioactive systems" ',

Radiummonofluoride (RaF) molecules are particularly attractive
systems to study the aforementioned physical phenomena, as their
molecular structure has been suggested to be favourable for laser
cooling, paving the way towards highly sensitive studies, and adiverse
range of opportunities in fundamental physics research™'”°, However,
in contrast to atoms, laser-cooling molecules is substantially more
complex. Due to their rotational and vibrational degrees of freedom,
findingappropriate cyclingtransitions forlaser cooling poses amajor
experimental challenge .

Here we performed precision studies of the rovibronic structure
of 2°Ra™F. We present a three-step resonance ionization scheme that
allows very sensitive measurements with a high rotational-state selec-
tivity, while also improving the spectral resolution of our measure-
ments by more than two orders of magnitude (Fig. 1d) with respect
to previous experiments'’, This allowed for precise measurements
of the structure of these molecules and their energy levels that are
suitable for fundamental physics studies. By employing a combina-
tion of narrow-and broad-band laser systems, we were able to address
moleculesinspecific rotational levels, populated withyields aslow as
afew hundred per second, and immersed within a highly congested

spectrum. Ourachieved combination of experimental resolution, high
sensitivity and low background is critical for the study of radioactive
molecules, which are produced with small fluxes (<10° molecules per
s), hightemperatures (>2,000 K) and in contaminated environments.
Additionally, our results provide an unambiguous identification and
quantification of a laser cooling scheme of this molecule, which can
beachieved by usingonly threelasers. This is an essential step towards
achievingultra-cold temperatures and performing symmetry-violating
measurements with these molecules in dedicated future experiments.

Isotopes of radium were produced by impinging1.4-GeV protons
onto a uranium-carbide target. Following reactions with a CF, gas
introduced into the target container, RaF* molecules were formed,
extracted, mass separated and injected into a room-temperature
radio-frequency trap, filled with He gas, which cooled and bunched
them. Bunches of RaF’, accelerated to 29.908(1) keV, were then sent
towards the Collinear Resonance lonization Spectroscopy (CRIS) setup
atthelsotope Separator OnLine Device Radioactive lon Beam Facility at
the European Organization for Nuclear Research (ISOLDE-CERN)"*%%
once every 20 ms. The high translational energy of the molecular
bunch allows a significant reduction of the transitions’ linewidth
(Fig. 1¢)*°. The ions were neutralized in-flight by passing through a
charge-exchange cell filled with a sodium vapour at a temperature of
~500 K, predominantly populating the X>2* electronic ground state in
theneutralization process™". The remainingions were deflected from
the neutral beam, which was then collinearly overlapped with three
pulsed laser beams in an ultra high-vacuum (5 x 107° mbar) interac-
tion region (Fig. 1a). Further details of the experimental setup can be
foundin Methods.
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Fig.2| Example of measured spectraforthe O’ < Q" transitions. Inthe
centre, inblue, we present the simulated RaF rovibronic spectrum obtained for
/<100, over arange of 100 cm™ (/is the rotational quantum number of the
rotational levels in the X?Z* electronic level). Figures in magnified views show
measured spectra for different regions (note the broken x axis present in some of
the figures). The connected red dots show the experimental data, whereas the
continuous blue line represents the best fit to the data. The error bars indicate

one standard deviation statistical uncertainty. For each spectrum, we also show
the covered range of / values (see the main text and Methods for the details of the
fit). The values on the x axis correspond to the wavenumber of the first laser used
inthe excitation-ionization scheme, Doppler-corrected to the molecular rest
frame and shifted by T“1/z,0 =13284.427 cm™. Therate on the y axisis givenin
arbitrary units (a.u.).

The RaF molecules were resonantly ionized by a stepwise
three-photon process. Firstly, aninjection-seeded Titanium:Sapphire
(Ti:Sa) laser of tunable wavelength, with a linewidth of 20 MHz, was used
to resonantly excite the rovibronic transitions of interest, between the
vibrational ground or first-excited states of X’X' and A’[,,,, denoted as
0’ «< 0”andl’ < 1”,respectively. Then, atunable pulsed dyelaser, with
alinewidth of 10 GHz and wavenumber around 15,500 cm™ (645 nm),
resonantly excited molecules in the A’[1,, state to a higher-lying elec-
tronic state, tentatively assigned as a [, (ref. 31) (an example of the
spectraof the seconds step transitionis shown in Extended Data Fig. 1).
Finally, the electronically excited RaF molecules were ionized using a
high-power (40 mJ per pulse) neodymium-doped yttrium-
aluminium-garnet pulsed laser (Nd:YAG) at 532 nm (Fig. 1b). For agiven
wavelength of the first laser, the second laser wavelength, as well as the
timing of the three lasers, were adjusted to maximize the measuredion
signal. Resonant excitation to the higher-lying ?I,, electronic state, that
lies closer to the ionization potential, enabled a longer-wavelength
non-resonant laser to be used for the ionization step in this three-step
scheme. Thissignificantly reduced the non-resonant laser background,
increasing the signal-to-noise ratio by an order of magnitude, compared
to atwo-step scheme", and facilitating an almost three orders of mag-
nitude improved spectroscopic resolution.

The resonantly ionized RaF* molecules were deflected from the
neutral bunch and detected by a MagneTOF ion detector. The wave-
length of the ionization laser was chosen such that RaF molecules can
only be ionized if they exist in the intermediate highly-excited elec-
tronicstate, thatisifthe frequency of the first-and second-step lasers
were onresonance with sequential transitionsin the RaF molecule. The
rovibronic spectrawere obtained by counting the number of detected
ions as a function of the wavelength of the first laser.

Figure 2 shows examples of experimental spectra, where the data
areshownasred points and the fitted peak positions are showninblue
(similarspectraforthel’ « 1”transitions, as well as more details about
the O’ « O”transitions are shownin Extended DataFig. 2 and Extended
DataFig. 3, respectively). In the centre, in blue, we show the full simu-
lated spectrum of RaF for/< 100 and T=500 K, overarange of -100 cm™
(/represents the rotational quantum number of the rotational levels
inthe X?2* electroniclevel and T represents the temperature). For each
measured spectrum, we also indicate the range of / values contained
withinit. The xaxis shows the wavenumber of the first excitation laser,
Doppler-corrected to the molecular rest frame and shifted by
Tn,.0 = 13284.427 cm™. The temperature of the simulations was esti-
mated based on the distribution of the population of the rotational
levelsinthe O’ < 0” vibrational spectrum. At this temperature, no
states with /> 100 are expected to be observed in our experiment.
However, the extraction of the physical parameters from the data
depends only onthelocation of the measured transitionsin frequency
space and not on their intensity. Therefore, the obtained results are
not affected by the choice of temperature.

We fitted the 0’ «< 0” and 1’ < 1” transitions using an effective
rotational Hamiltonian for each of the two electronic states. The fit was
performed using the publicly available software PGOPHER?. For the
fit, we used 60 spin-rotation transitions with values of / ranging from
1.5t040.5 for 0’ « 0” and 32 spin-rotation transitions with / values
from 5.5t036.5for I’ < 1”. The values of the molecular parameters
obtained fromthefitting procedure are shownin the second and third
column of Table 1, for the v= 0 and v=1vibrational levels of the X**
and A, states, respectively (the resulting vibrational independent
parameters are shown in Extended Data Table 1). A comparison with
theoretical predictions, where available, is displayed in the last column.
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Table 1] Fitted rotational parameters

Parameter v=0(cm™) v=1(cm™) Theory®
(cm™)

B! 0.191985(5)[15] 0.19092(4)[6] 0.192°
0.1909°

107 x D}/ 1.40(5)[10] 1.2(3)[4]

Yy 0.00585(3)[7] 0.00581(5)[15] 0.006¢

B, 0.191015(5)[15] 0.18997(4)[6] 0192°
0.1902°

107 x D, 1.40(5)[10] 1.5(3)[4]

P, -0.41071(3)[7] -0.40978(10)[20]

107xpp, 1.9(2)[5] 4.4(20)115]

T|-|l Y 13284.427(1)[20] 13278.316(1)[20] 13300°

In the first column, we list the parameter names, while the second and third columns show
their values for the ground and first-excited vibrational states of the X*2*and A’M,;, electronic
manifolds. We show the 10 statistical and systematic uncertainties in round and square
brackets, respectively. In the last column we present the available theoretical predictions.

? The theoretical studies report the equilibrium rotational parameters: B, ~ iBO - iBl and
Ve zyo - iyl. ® Ref. 14 ° Ref. 33  Ref. 34

Anexcellentagreementis seenbetween the experimentally determined
values and previous abinitio calculations'****, A detailed description
of the data analysis, as well as an in-depth explanation of the effective
Hamiltonians employed, are presented in Methods.

InFig. 3, we show a laser cooling scheme for RaF, requiring only
three lasers. The location of the relevant spin-rotational levels in fre-
quency space was obtained from the fitted rotational parameters. The
Franck-Condon factors, f,/ ,», betweenthe X*2*and A’Il, vibrational
levels were calculated assuming a Morse potential for each of the two
electronic states, parameterized using the rotational constants
obtained in this work, B, and BY (Methods), as well as the vibrational
constants and dissociation energies from ref. 17. The solid,
upwards-pointing arrows represent laser excitations, while the sinu-
soidal ones represent spontaneous emission. One laser will be used to
pump the main cooling transitions between the /= 0.5, v=0and

J=1.5,v=01levels of the X2X" state and the /= 0.5, v=0 level of the

A’M,, state (the +" and ‘~ refer to the parity of the state, P). The use of
these spin-rotational states will eliminate rotational branching, as
described inref.20. Given that the two levels in the X>%" are separated
by 263(4) MHz, asingle laser with modulated frequency would be able
to address both of them simultaneously. Two other lasers are used to
re-pump molecules that decay to the v=1and v=2 vibrational levels
of the XX state, back into the main cooling cycle. The described
approachwould allow each molecule to scatter more than 10° photons
on average before it ends up in a dark state, at a rate greater than 10°
photons per second (given by the lifetime of the excited A’[1,, state,
7<50ns)".

While previouslow-resolution measurements presented evidence
forthe existence of alaser cooling scheme of RaF”, our results quantita-
tively provide the spin-rotation levels suitable for suchascheme, as well
astheassociated Franck-Condon factors, facilitating an unambiguous
pathway to laser-cooling this molecule. This will allow future experi-
mental developments aiming to laser cool and trap RaF molecules for
fundamental physics studies®. In order to achieve laser cooling over
reasonably short distances, as well as increase the population in the
relevant rotational levels, developments of efficient production meth-
ods of cold RaF beams are needed”. Compared to other alkaline-earth
monohalides, RaF is, to our knowledge, the most favourable molecule
for laser cooling, in terms of the diagonality of Franck-Condon fac-
tors*and relatively simple energy-levels structure. The absence of any
electronic manifolds between the two electronic states used for laser

wu £'g5L =y

=05 ]263MHz

S =05
v=0

Fig. 3 | Proposed laser cooling scheme for RaF. The upwards-pointing arrows
represent laser excitations between the ground, X’2*, and excited, A’M,,,
electronic states. The wavelength of each laser (A,/,//) is shown (energy levels not
shown to scale). The wavy, downwards-pointing arrows represent spontaneous
emission fromthe v' = O (continuouslines) and v/ = 1(dashed lines) vibrational
levels, including the associated Franck-Condon factors ( f,/,/). Thelabels v’ and
v'represent the vibrational quantum number of the excited and ground
electronic manifolds, respectively. The vibrational (v) and rotational (/) quantum
numbers as well as the parity (+/-) are shown for the states of interest. Similar
colours indicate similar values of the transition frequencies. We show in brackets
the uncertainty associated with the calculated Franck-Condon factors (see
Methods for details).

cooling in RaF, is a major advantage for laser cooling", in contrast to
BaF (ref. 36), the heaviest stable alkaline-earth monohalide.
Duetotheinherent complexity and heavy mass of RaF molecules,
alarge number of rovibronic transitions, originating from states with
different/, can lie very close to each other. The first-step laser can
therefore excite several of them simultaneously, even with alinewidth
as narrow as a few tens of MHz. By properly adjusting the wavelength
ofthe second-step laser, we introduce additional /-selectivity such that
only molecules fromagiveninitial rotational state are ionized. This ena-
bled the observation of individual transitions with initial /values from
0.5 up to 40.5. An example of this J-selection is shown in Fig. 4 (more
examples areshowninthe Extended DataFig.4). Transitions containing
Jvalues between 0.5and 3.5 canbeisolated fromalarge background of
higher-/transitions despite these states being populated much more
strongly. In the upper part, the red dots represent the data, while the
blue line is the result of a fit to the data using a sum of six peaks and a
constant background. The dashed green lines show the individual fit-
ted peaks. The same fitted spectrum is compared in the bottom part
to the spectrum without the /< 4 cut (black dashed line). Without the
additional second-step J-selectivity, the displayed wavelength region
contains/values up to15.5 (marked as the vertical black lines), making
the investigation of low-/ transitions virtually impossible. The rate of
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Fig. 4| Measured spectra using second-step J-selectivity. In the upper part, the
red dots represent the data while the blue continuous line is the result of a fit to
the data, containing six peaks (shownin green) plus a constant background. The
error bars show one standard deviation statistical uncertainty. For each peak we
indicate the rotational quantum number,/and the parity of its ground rotational
level. In the bottom part, the fit (blue line) is compared to the expected spectra
without any cut on the/values range of the transitions (black dashed line). The
black vertical lines mark the position of each transition (see the main text for the
details of the fit).

moleculesintheinteractionregion, populating states with/ <4 inour
experiment was estimated to be between 50 and afew hundred per sec-
ond. Hence, we canisolate and perform precision studies of particular
transitions within a highly congested spectrum with high sensitivity,
using the three-colour ionization scheme discovered herein.

Precision experiments using 2*RaF molecules, as well as the
extension of such experiments to molecules containing Ra isotopes
with nuclear spin larger than zero, such as ****RaF, will enable highly
sensitive studies of electroweak nuclear and leptonic properties. This
will include searches for parity violation, through nuclear anapole
moment measurements and combined parity and time-reversal viola-
tion searches, through investigations of the electron electric dipole
moment, nuclear Schiff moment and nuclear magnetic quadrupole
moment’. Such measurements can be performed using the lowest
rotational and hyperfine levels of the ground electronic state®’.

The accuracy achieved in our experiment approaches what is
required to guide astrophysical observations of radioactive mole-
cules of importance in our understanding of stellar nucleosynthe-
sis and astrochemistry, such as °AlF (ref. 37), AlO (ref. 38) or **SiO
(refs. 39,40). The rotational de-excitations of these molecules can
be sensitively observed with a high spatial resolution using modern
telescope facilities**2. However, their identification requires a very
precise knowledge of their rotational structure which can only be
unambiguously obtained from laboratory measurements, achievable
with the technique presented here.

In addition, several other radioactive molecules are predicted to
possess an enhanced sensitivity to fundamental symmetry violations,
suchasRaOH (ref.43), RaO (ref.12), RaH (ref.44), RaOCH? (refs. 45,46),
PaF?* (ref. 47) or AcOH' (ref. 48). However, their structure remains
experimentally unknown. The described measurement technique can

be used to investigate these and other short-lived radioactive mole-
cules of fundamental physics interest. The extension of our current
method to polyatomic molecules poses additional challenges, as extra
degrees of freedom come into play. Furtherimprovementsin the reso-
lution of the first-step transition (Methods), as well as the possibility
of using the second-step laser to isolate individual transitions from
complexmolecular spectra, as described in this work, could allow the
investigation of such species. The developments presented in this work
are timely with respect to the current efforts to produce radioactive
molecules for fundamental physics research at different facilities
worldwide such as ISOLDE-CERN (Switzerland), the TRI-University
Meson Facility (TRIUMF) (Canada), and the Facility for Rare Isotope
Beams (FRIB) (US)®.

Online content

Any methods, additional references, Nature Portfolio reporting sum-
maries, source data, extended data, supplementary information,
acknowledgements, peer review information; details of author contri-
butions and competinginterests; and statements of dataand code avail-
ability are available at https://doi.org/10.1038/s41567-023-02296-w.
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Methods

For this experiment, radium isotopes were produced by imping-
ing 1.4-GeV protons onto a thick uranium-carbide target. By inject-
ing CF, gas through a calibrated leak into the target container,
radium-containing molecules were formed. Through surface ioni-
zation, RaF" was created and extracted using an electrostatic field.
The isotopologue of interest for the present study, **Ra’F*, was
mass-selected using a high-resolution magnetic mass separator and
then collisionally cooled in a radio-frequency quadrupole trap filled
withroom-temperature helium gas for up to 20 ms. After that, bunches
of 2°Ra’F" were released, accelerated to an energy of 29.908(1) keV,
and then sent to the Collinear Resonance lonization Spectroscopy
setup*” ", The energy of the molecular bunch allows a significant
reduction of the measured transitions’ linewidths?**°, This is possible
because, during the acceleration, the initial energy spread of the ions
is preserved, while their velocity increases, which leads to a reduc-
tion of the ion beam velocity spread along its axis of motion. At our
acceleration voltage, the linewidths of the measured transitions can
be reduced by up to three orders of magnitude, compared to a meas-
urement performed on a thermal beam?~°, In practice, the observed
linewidths are broader than this due to power broadening, variations
inthe acceleration voltage, collisions in the charge-exchange cell and
the linewidth of the spectroscopy laser used. Reducing these effects
willimprove the resolution of the measured spectra.

Measured and fitted spectra, correspondingto 1’ < 1" rovibronic
transitions, are presented in Extended Data Fig. 2, together with the
rotational quantum numbers, /, that they contain. In the centre, we
show the fitted spectrum simulated in PGOPHER for /<100 and
T=500K, over aregionof ~70 cm ™. The magnified views show different
regions of the spectrum, with the red dots representing measured data,
and theblue continuous line showing the best fit to the data. The x axis
shows the wavenumber of the first-step laser, Doppler-corrected to
the molecular rest frame and shifted by 7y, , o = 13284.427 cm™. The y
axisshows therateinarbitrary units. During the experiment, the wave-
length of the first-step Ti:Sa laser was measured with a wavemeter
(WSU-2, HighFinesse) calibrated by measuring areference wavelength
provided by a rubidium-stabilized diode laser (DLC DL PRO 780, Top-
tica)”. Simultaneously, we measured the 5°S,,, F=2 > 5°P,, F= 3 transi-
tionin¥Rb with the same wavemeter, as a reference, in order to correct
for any measurement drifts. The wavenumbers shown in Fig. 2 and in
Extended Data Fig. 2 were calculated using:

V=V — (Vi = 70) o)

where v,,and v are the measured wavenumbers of the Ti:Sa laser and of
the ¥Rb transition, respectively, while 75" is the literature value of the
reference ¥Rb transition®*. Each peak used for the determination of the
rotational Hamiltonian was fit with a Voigt profile plus a constant back-
ground, using the LMFIT Python package®. The number of peaksinagiven
scan was chosen based on the reduced x* of the fit. The obtained central
value of each peak, together withits associated uncertainty, were used as
inputin PGOPHER, in order to extract the rotational parameters.

The main sources of systematic uncertainties in our experimen-
tal setup were (the associated uncertainty in the measured wave-
number is given in brackets): variations in the ion beam’s extraction
voltage (1.2 x10™* cm™), changes in the beam energy during the
charge-exchange process (<10 cm™), uncertainties in the measure-
ment of the Rb reference frequency by the wavemeter (10~ cm™), pres-
ence of stray magneticand electric fields (<10° cm™) and AC Stark shifts
duetothe presence of the second- and third-step lasers (5 x10™* cm™).
These uncertainties were added to the statistical uncertainty for each
fitted linein the spectra, before performing the PGOPHER fit.

For the simulation of the spectrum in PGOPHER, the vibrational
levelsin the electronic ground state, X’X*, were described by the effec-
tive Hund’s case (b) Hamiltonian:

Hyess = (B” = D'N?)N2 + YN - S @

where B’ is the rotational constant, D is the centrifugal distortion
constant and y is the spin-rotation constant. N=J — S and S are the
molecular-rotational operator (excluding the electron spin) and
electron-spin operator, respectively. The vibrational levels in the
excited electronic state, A’l1, were described by the effective Hund'’s
case (a) Hamiltonian:

Hpan = T — 20 4+ (B' = D'N?) N2—
? @)
- i {p +PppN?,N, S, e7 30 + N_S_e%?}

where {0,Q} =0Q + QO, T represents the distance between the origins
ofthe v = 0 and v’ = 1vibrational levels of the [1 electronic manifold
and the origins of the corresponding isovibrational levels of the X?X*
electronic manifold, while A, is the spin-orbit interaction. As rovi-
bronic transitions to the A’l1,, electronic state were not measured, it
wasn’t possible to constrain both 7 and A, simultaneously so A, was
kept fixed atits previously measured value 0f2067.6 cm™ (ref.17). pis
the A-doubling parameter and p,, is the centrifugal distortion correc-
tiontop.N,and S, arethe raising and lowering operators for the Nand
Soperators defined above and g is the electron orbital azimuthal angle.
Because of the coupling between the rotation of the molecule and the
electron orbital angular momentum, each level with agiven quantum
number/is splitinto two levels of opposite parity. Note that the terms
inthe Hamiltonians above are effective parameters, which include the
small contributions of the other electronic states in the molecule®.
The hyperfine splitting due to the fluorine nucleus is expected to be
less than 100 MHz (ref. 33) and we were not able to observe this effect
given our experimental resolution. The associated hyperfine Hamil-
tonian was therefore notincluded inthe analysis. For laser cooling, the
ground-state hyperfine sublevels of interest can be addressed using
sidebands obtained from the modulation of the frequency of the laser
used to pump the main cooling transition, similar to other laser-cooled
molecules®. Thiswill not influence the number of lasers needed, their
frequencies or the calculated Franck-Condon factors.

From equations (2) and (3) we can see that in total there are nine
parameters that we need to fit for, three for the ground and six for the
excited state. Giventhe large parameter space, choosing initial values for
thefitas closeaspossible to the true ones was crucial. It was alsoimpor-
tant to reduce the number of free parameters by using (approximate)
theoretically and experimentally motivated constraints between them.
These constraints were used only in the beginning of the fitting proce-
dure, in order to have a fast convergence towards an optimal region of
the parameter space. The only exception was for the A, parameter which
was kept fixed atits previously measured value of 2,067.6 cm™ (ref. 17).

We started the fitting procedure with 0’ < 0” rovibronic transi-
tions. Therotational constants, B, of the X’2* and A[1, electronic states
were calculated inref. 14 to be equal to 0.192 cm™. Based on the spacing
between the well-separated measured peaks (located on the left and
right side of the spectrum shown in Fig. 2), we were able to obtain two
approximate constraints using combination differences:

B" —B =0.001cm™
4.
p=6B —y—-1552cm™!

Hence, we set the initial rotational constants to B"= 0.192 cm™ and
B’ =0.191 cm™. The initial value of T was initially set to 14315 cm™,
according toref.17, while ywas set to 0.006 cm™ (ref. 33). For aMorse
potential, the centrifugal distortion constant can be written in terms
of the rotational constant as:

D=— )
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where wis the vibrational constant of the electroniclevel, which inour
case for the X°Z* and A’M1,, states it is equal to w5« = 441.8 cm™and
Wper, = 435.5cm™ (ref.17). Together with the values of the rotational
constants considered above, theinitial values for the centrifugal distor-
tion constants weresetto:D'=1.45x107 cm™and D’ =1.47 x10~7cm’,
Initially p, was set to zero.

Using these initial values of the parameters, we were able to assign
the two bandheads present in the simulations and in the data to their
respective transitionbranches. The location of the bandheads for the
0’ < 0” transitions is indicated with green arrows in the spectrum
shown in Extended Data Fig. 3. Red dots represent the data, while the
bluelineis the fit to the data. The x axis corresponds to the wavenumber
of the first laser used in the excitation-ionization scheme,
Doppler-corrected to the molecular rest frame and shifted by
Th,,0 = 13284.427 cm™ The y axis shows the rate in arbitrary units. This
made the assignment of the measured transitions to the right branches
substantially easier.

The fitting procedure started with only two free parameters: the

rotational constant of the groundstate, B", and the centre of the excited
state, T;;. In PGOPHER, each measured transition is assigned to the
closest transition in the simulated spectrum. Initially, only isolated
lines, fromthe right and left sides of the simulated spectrum shownin
Fig. 2, were used for the fit, as the assignment between the measured
and simulated spectra wasrelatively easy. We then gradually removed
the initial constraints, hence allowing other rotational parameters to
vary, and we also added lines from the congested regions of the spec-
trumto thefit.Inthe end, all the molecular parameters were set as free
parameters and 60 rovibronic transitions were used for the fit. For
certain scans, extra peaks were present in the simulated spectrum
relative tothe measured ones. These extra peaks could be removed by
placing simple cuts on the range of / values used in the simulation (as
showninFig.2), depending on the frequency of the second-step laser.
We concluded that this effect is a consequence of the second-step
J-selectivity described in the current work. Anexample of this effect is
showninExtended DataFig. 4. We show three measurements (scans of
the first-step laser) taken with the wavenumber of the second-step
laser, Doppler-shifted to the molecular rest frame, being
15485.23(2) cm™,15485.39(2) cm™and 15485.56(2) cm™. By increasing
the frequency of the second-step laser, we are able to see transitions
from levels with higher/valuesinthe AX[1,,, < X’X' spectrum, increasing
the maximum value of Jfrom J,x = 25.5t0 Jmax = 27.5.

The second excited state used in the measurement scheme was
tentatively assigned as a I, state. This was based on the shape of
the spectrum of the second-step transition, obtained by scanning the
frequency of the pulsed dye laser, while the frequency of the first-step
laser was kept fixed. In order to make sure a wide range of / values was
covered by thefirst step, the narrowband injection-seeded Ti:Salaser,
seeded by aMatisse 2 TS, was replaced withagrating Ti:Salaser with a
linewidth of 2 GHz for this study”. An example of such ascan is shown
in Extended Data Fig. 1, for a wavenumber of the first-step laser of
13285.69(2) cm™ (Doppler-corrected to the molecular rest frame). The
red dots represent the measured data, while the blue line is the best fit
tothe data obtained in PGOPHER, assuming a1, , state for the second
excited state. As seen in the figure, the fit is in good agreement with
data over a frequency range of more than30 cm™.

Forthel’ « 1”transitions we employed the same effective Hamilto-
nians mentioned above. We set the initial values of the parametersto the
onesobtained fromthefittothe 0’ « 0”transitionsandweonly allowed
B’, B,pand T,tovaryinitially (4, was stillkept fixed at 2,067.6 cm™). After
several fitting iterations in PGOPHER, we allowed all the parameters to
vary, including 32 rovibronic transitions in the final fit.

The parameters obtained for v=0 and v=1vibrational levels of
the X2X*and A™[,, electronic levels are reported in Table 1. For the
location of the vibrational levels in the excited electronic state, relative
to the isovibrational levels in the ground electronic state, we defined

Tny, =Tn— ’% Exceptfor Ty, ,, all the other parameters have adepend-

ence on the vibrational quantum number, v, which can be parameter-
ized, tofirstorderinv, as:

Xv=Xe—aX<v+%) (6)

where X, can be any of the rotational parameters considered and X,
is the extracted value of that parameter in the vibrational level v. The
obtained values for X, and a, for all the rotational parameters are shown
in Extended Data Table 1.

The locations in frequency space of the spin-rotational levels
proposed for the laser cooling scheme (Fig. 3) were obtained directly
from the effective Hamiltonians (equations (2) and (3)) using the fit-
ted rotational parameters (Table 1). The associated Franck-Condon
factors were calculated by approximating the ground and excited
electronic states using a Morse potential (similar to ref. 20), which
is a very good approximation in diatomic molecules, especially for
low-lying electronic states. The potential for each level was parameter-
ized using the rotational parameters B, obtained in this work (Extended
Data Table 1), together with the previously measured vibrational con-
stant and dissociation energy”. The uncertainty on these parameters
propagates to an uncertainty in the shape of the used potential and
thus, to an uncertainty in the resulting Franck-Condon factors. The
uncertainties associated with (or the upper bounds to) the calculated
Franck-Condon factors are displayed in Fig. 3 and correspond toa90%
confidence interval.

Data availability

The processed spectra used for the analysis and supporting the find-
ings of these studies are provided inref. 57. The complete raw data is
available from the corresponding authors upon request. Source data
are provided with this paper.

Code availability

The Python script used for fitting individual peaks as well asa PGOPHER
file containing a fitted spectra for the 0’ <« 0” and 1’ < 1” rovibronic
transitions are provided in ref. 57. The code used for processing the
raw datais available from the corresponding authors upon request.
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to the molecular rest frame and shifted by T”1/z o, =13284.427 cm~!(see Methods
for the details of the fit). The y-axis shows the rate in arbitrary units (a.u.). The

errorbars show one standard deviation statistical uncertainty.

Extended Data Fig. 1| Example of rovibronic spectra of the second step used
inthe experimental scheme. The red dots represent the measured data while
thebluelineis the best fit to the data. The x-axis corresponds to the wavenumber
ofthe second laser used in the excitation-ionization scheme, Doppler-corrected
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Extended DataFig. 2| Example of measured spectraforthel’ < 1"
transitions. In the centre, in blue, we present the simulated RaF spectrum for
/<100, over arange of - 70 cm™ (/is the rotational quantum number of the
rotational levels in the XX " electronic level). Figures in magnified views show
measured spectra for different regions (note the broken x-axis present in some of
the figures). The connected red dots show the experimental data, whereas the
continuous blue line represents the best fit to the data. The errorbarsindicate

one standard deviation statistical uncertainty. For each spectrum we also show
the covered range of J-values (see the main text and Methods for the details of the
fit). The values on the x-axis correspond to the wavenumber of the first laser used
in the excitation-ionization scheme, Doppler-corrected to the molecular rest
frame and shifted by T“1/z,o = 13284.427 cm~L. On the y-axis we show the rate in
arbitrary units (a.u.).
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Extended Data Fig. 3| Location of the bandheads in the O’ — O’ rovibronic the firstlaser used in the excitation-ionization scheme, Doppler-corrected to the
transitions. The bandhead locations are indicated with green arrows. The red molecular rest frameand shifted by T, | = 13284.427 cm~L The y-axis shows
dotsrepresent the measured datawhile the bluelineis the best fittothedata(see  the ratein arbitrary units (a.u.). The errorbars show one standard deviation
Methods for the details of the fit). The x-axis corresponds to the wavenumber of statistical uncertainty.
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Extended Data Fig. 4 |Example of O’ < O’ rovibronicspectrafor different spectrum (the new peaks appearing on the left). The maximum J-value of the
second-step laser wavenumbers. The red, blue and green dots correspond to shownspectraincreases from Jyax = 25.5t0 Jiax = 27.5. The x-axis corresponds
separate scans of the first step laser, while the second-step laser wavenumber, to the wavenumber of the first laser used in the excitation-ionization scheme,
Doppler-shifted to the molecular rest frame, was kept fixed at 15485.23(2) cm™, Doppler-corrected to the molecular rest frame and shifted by
15485.39(2) cm™, and 15485.56(2) cm, respectively. Increasing thewavenumber T, , o = 13284.427 cm~". They-axis shows the rate in arbitrary units (a.u.). The
of the second-step laser facilitated the observation of new transitions starting errorbars show one standard deviation statistical uncertainty.

from levels with higher rotational quantum numbers, /, in the AZ,, < X?Z*
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Extended Data Table 1| Vibrationally independent rotational constants of the X?Z* and A”[,,, electronic states

Parameter This work

B! 0.19252(2)[4]
o’ 0.00107(4)[6]
10” x DY 1.50(17)[25]
107 x o, 0.20(31)[41]
Ye 0.00587(5)[13]

e, 0.00004(6)[17]

B, 0.19154(2)[4]

o’z 0.00105(4)[6]

10" x D, 1.35(17)[25]
10" x o, -0.10(31)[41]
pe -0.41118(7)[15]

ap, -0.0009(1)[2]

10" x pp.e  0.7(10)[10]

10" X ap,  -2.5(20)[16]

The first column shows the names of the parameters, while the second column shows their values in cm™. We show the 1o statistical and systematic uncertainties in round and square
brackets, respectively.
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4.3 Article 3: Observation of the Distribution of Nuclear
Magnetization in a Molecule

This article (S. Wilkins, S.-M. Udrescu, et al., “Observation of the distribution of
nuclear magnetization in a molecule”, arXiv preprint arXiv:2311.04121 (2023).) presents
the first high-resolution, rotationally and hyperfine resolved spectroscopy of a radioactive
molecule, 22°RaF, together with the observation of the effect of the distribution of the nu-
clear magnetization in a molecule. To our knowledge, this is the first time this effect has
been observed in a molecule. By comparison with the measured hyperfine structure, the ac-
curacy of ab initio many-body electronic structure calculations was confirmed at < 1% level.
Similar calculations were then used to predict the magnitude of various nuclear effects on
the molecular energy levels in RaF, confirming the high sensitivity of this molecule to such
effects. For this article, under review in Science (2024), I was involved in the experiment, I
led the data analysis and the analytical theorctical calculations, I prepared the figures and
the different drafts of the manuscript, including the initially submitted version, as well as
the subsequent, revised ones and I was involved in the submission process.
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Rapid progress in the experimental control and interrogation of molecules, combined
with developments in precise calculations of their structure, are enabling new oppor-
tunities in the investigation of nuclear and particle physics phenomena. Molecules
containing heavy, octupole-deformed nuclei such as radium are of particular interest
for such studies, offering an enhanced sensitivity to the properties of fundamental par-
ticles and interactions. Here, we report precision laser spectroscopy measurements
and theoretical calculations of the structure of the radioactive radium monofluoride
molecule, **>Ra'®F. Our results allow fine details of the short-range electron-nucleus
interaction to be revealed, indicating the high sensitivity of this molecule to the distri-
bution of magnetization, currently a poorly constrained nuclear property, within the
radium nucleus. These results provide a direct and stringent test of the description of
the electronic wavefunction inside the nuclear volume, highlighting the suitability of
these molecules to investigate subatomic phenomena.

INTRODUCTION

Recent developments in the synthesis and manipu-
lation of molecular systems are opening up a diverse
range of opportunities in fundamental physics research
[IH5]. Precision measurements in molecules [3H6], com-
bined with the development of ab initio molecular the-
ory [fH11], offer a compelling avenue for exploring var-
ious aspects of nuclear and particle physics [3, 4]. The
structure of certain molecular states can be highly sen-
sitive to subtle details of electron-nucleon and nucleon-
nucleon interactions within the constituent nuclei of the
molecule. As these effects scale rapidly with the proton
number, nuclear size, nuclear spin, and nuclear deforma-

tion [3,[12HI8] molecules containing heavy radioactive nu-
clei, such as radium monofluoride, RaF, are of particular
interest for fundamental physics studies [14}16], [19, [20].
The radioisotope 2?*Ra (half-life of 14.9 days), with 88
protons and 137 neutrons, is expected to possess a rare
nuclear octupole deformation [21], boosting its sensitiv-
ity to both symmetry-conserving and symmetry-violating
nuclear properties by more than three orders of magni-
tude with respect to stable isotopes [12H16], [19-23]. The
former effects are critical to guide our understanding of
the nuclear force and the emergence of collective nuclear
phenomena, while the latter could provide answers to
some of the most pressing questions in our understand-
ing of the universe [3|[23]. Measurements of the breaking



of parity (P)- and time-reversal (7) symmetries could
explain the nature of dark matter, the origin of the over-
whelming imbalance between matter and anti-matter in
the universe, or settle the decades-long search for charge-
conjugation and parity (CP)-violation in the strong force
I3-5].

The ability to unravel nuclear and particle physics phe-
nomena from experimental measurements on molecules is
limited by the combined precision that can be achieved
experimentally and theoretically. On the theoretical side,
a detailed understanding of the electronic wavefunction
inside of the nuclear volume is essential to reliably ex-
tract fundamental physics information from measure-
ments [12H16]. Therefore, determining observables that
are sensitive to the electron-nucleon interaction within
the nucleus, such as the molecular hyperfine structure, is
critical.

Here, we report precision laser spectroscopy mea-
surements of the hyperfine structure of the 2?°Ra'’F
molecule. With a lifetime on the order of just days, our
results represent a major milestone in precision studies
of short-lived radioactive molecules. We combine these
with state-of-the-art molecular structure calculations to
reveal previously unknown details of the electron-nucleus
interaction in this molecule. This enables a clear obser-
vation of the effect of the ?2°Ra nuclear magnetization
distribution on the molecular energy levels. This effect
has been previously observed in atoms [24] but, to our
knowledge, has never been measured before in a molecule.
These findings exemplify the extreme sensitivity of the
RaF molecule to properties of the Ra nucleus, and pro-
vide a direct and stringent test of the description of the
electronic wavefunction within the nuclear volume.

EXPERIMENTAL SETUP

The experiment was performed using the Collinear
Resonance Ionization Spectroscopy (CRIS) setup at
ISOLDE-CERN [19}, 20} [25]. A simplified version of the
experimental setup is illustrated in Fig. [[JA. The RaF
molecules were created by impinging 1.4-GeV protons
upon a uranium carbide target (UC), followed by the
injection of CFy4 gas inside the target container at a tem-
perature greater than 2000 K. The RaF T isotopologues
of interest were extracted, mass selected, then trapped
and bunched in a radiofrequency quadrupole (RFQ) trap
filled with He gas at room temperature for up to 20 ms.
Bunches of RaFt were subsequently released, acceler-
ated to 29908(1) eV, neutralized in a charge-exchange cell
filled with a Na vapor at a temperature of T ~ 500 K
and then entered the experimental interaction region.

There, they were collinearly overlapped with three
pulsed lasers in a resonance ionization scheme. The first

TABLE I. Rotational and hyperfine parameters in units of
cm™! for X 2ST(v” = 0) and A *II;»(v/ = 0) electronic
manifolds of 2 Ra'?F. The 1o statistical and systematic un-
certainties are shown in round and square brackets, respec-
tively. In the last two columns, values of these parameters
obtained from previous experimental and theoretical studies
are presented.

Parameter ~ This work Exp. (Lit.) Theory (Lit.)
B” 0.192070(5)[15]  0.19205(3)[5]" 0.191("|
A -0.5692(5)[20] - -0.5690[55]
AL -0.5445(2)[8] - -0.5470[55]

T 13284.532(5)[20] 13284.544(50)[20[ -

B’ 0.191100(15)[45]  0.19108(3)[5]* 0.1903"
p -0.4109(15)[40]  -0.41087(9)[20]* -
AL -0.076(1)[2] - -0.074[1]°

2 Scaled from [26]
b Scaled from [27]
¢ Ref. [10]

d Ref. [20] [26]

laser employed was a Ti:Sapphire with a linewidth of
20 MHz, which was used to excite transitions between
rotational and hyperfine levels in the X 2X7 (v = 0) elec-
tronic ground state and the first excited A 21y /5(v" = 0)
electronic state (Fig.[IB). v and v’ label the vibrational
quantum numbers in the two electronic manifolds. Then,
a pulsed dye laser (PDL), with a linewidth of 15 GHz,
was used to further excite the molecules to a higher-lying,
114 /2, electronic state [26], from which the molecules
were ionized by a third, high-power 532-nm Nd:YAG
laser (40 mJ). The resulting RaFT ions were deflected
from the neutral bunch and counted using an ion detec-
tor as a function of the first laser wavenumber, leading
to the observed spectra (Fig. ) This laser ionization
scheme allowed us to improve our resolution by more than
two orders of magnitude and increase the signal-to-noise
ratio by one order of magnitude compared to previous
experiments [19] [20], achieving a transition linewidth of
150 MHz. This enabled an unambiguous observation of
the hyperfine splitting in 22°RaF due to the ??°Ra nucleus
(nuclear spin I = 1/2), despite its short lifetime and small
rates in the interaction region (as low as 50 molecules
per second in a given rotational state). A more detailed
description of the experimental setup can be found in

Ref. [26].

RESULTS AND DISCUSSIONS

The measured transitions were fitted using a rotational
and hyperfine Hamiltonian for each of the two electronic
states involved, using the software PGOPHER [28]. The
fit included 54 transitions (see Fig. and Fig. [3) and
the values of the fitted rotational and hyperfine parame-
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(A) Radium fluoride molecules are produced by impinging 1.4-GeV protons on a high-

temperature (T= 2000 K) uranium carbide target, injected with CF4 gas, then surfaced ionized and extracted using electrostatic
fields (I). ***RaF is mass-selected (IT) and trapped in a He-filled radiofrequency quadrupole (T = 300 K) for up to 20 ms (III).
The bunched RaF ions are guided using electrostatic deflectors (IV), neutralized in a Na-filled charge-exchange cell (V), then
overlapped with 3 pulsed lasers in a collinear geometry (VI). The resulting RaF ions are deflected and detected using an ion
detector (VII). (B) Example of energy levels involved in a transition between hyperfine levels in an R-branch (not to scale).
N, J and F correspond to the rotational, electronic and total angular momentum quantum numbers of the molecule (N and J
are not good quantum numbers when I > 0). Experimentally observed transitions are shown by upwards-pointing arrows and
numbered. (C) Example of measured spectra showing the ion rate in arbitrary units (a.u.) as a function of the wavenumber of
the first laser, Doppler corrected to the molecular rest frame and shifted by T1. The error bars show one standard deviation
statistical uncertainty. Data points are connected by straight lines to guide the eye. The numbering on the individual peaks

corresponds to the transitions shown in (B).

ters obtained are shown in Table[l These are in excellent
agreement with previous experiments, as well as with ab
initio theoretical calculations, from which they deviate
by less than 1% (< 0.5 combined standard deviation).
Examples of the measured spectra together with a de-
tailed description of the data analysis and the quantum
chemistry calculations can be found in the Supplemen-
tary Materials.

The hyperfine structure parameter of the ground state,
A, which quantifies the strength of the coupling be-
tween the electron and the 22Ra nuclear spin, can be
written as the product between the magnetic dipole
moment of the 22Ra nucleus, p(*?°Ra), and an elec-
tronic form factor [10} [29]. Using available data for the
225Ra™ cation [30], this form factor has been calculated
in Ref. [10] for ?**Ra'%F in two different ways: one in
which ;(??°Ra) is treated as a point-like dipole moment
and another one, in which the distribution of the nuclear
magnetization within the 22°Ra nucleus is accounted for,
in a model-independent manner. Details of the extrac-
tion of the effect of the nuclear magnetization distribu-
tion and the relation between Ra™ and RaF are given
in the Supplementary Materials. Using these two calcu-
lated values, together with our measured A, parameter,
the value for p(??Ra) can be precisely extracted. The

obtained results are shown in Fig.[2]A, on the left, for the
former case and on the right for the latter. The black
error bars correspond to the experimental uncertainty,
while the blue bands represent the combined theoreti-
cal and experimental uncertainty. The horizontal orange
band represents the literature value of 1(***Ra) and asso-
ciated uncertainty, given by its thickness, obtained from
an independent experiment performed on ??°Ra atoms
[31]. It can be seen (Fig. 2A) that the effect of the dis-
tribution of nuclear magnetization inside of the Ra nu-
cleus, upw (??°Ra), amounts to almost 5% of the value of
w(®***Ra). The 1% uncertainty on the extracted value of
w(?***Ra) therefore corresponds to ~ 20% relative uncer-
tainty on upw (??°Ra). This level of uncertainty already
has the potential to allow discrimination between simple
models of the distribution of the nuclear magnetization
inside the ?2°Ra nucleus (see Supplementary Materials).
The presence of this effect, known as the Bohr-Weisskopf
effect (BW) in atoms [32], can only be clearly observed
in 22°Ra'F due to the combination of high experimental
resolution and precise molecular theory (Fig. 2B).

The remarkable agreement between experiment and
theory (see Table[l), at below the 1% level, reflects the re-
liability of the ab initio quantum chemistry calculations,
demonstrating that state-of-the-art theoretical methods
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FIG. 2. Nuclear effects in the RaF molecule due to the Ra nucleus. (A) Extracted values of the magnetic moment
of #?°Ra, (225Ra), in units of nuclear magnetons, pn, assuming the Ra nucleus is a point-like magnetic dipole (left) and
accounting for the distribution of the nuclear magnetization inside of the Ra nucleus (right). The difference between the two,
UBW (225Ra), corresponds to the effect of the distribution of the nuclear magnetization and amounts to ~ 5% of the total
value of p (225Ra). The black and blue error bars are the experimental and total (experimental plus theoretical) uncertainties,
respectively. The center and thickness of the orange band correspond to the previously measured value and associated uncer-
tainty of ;(**Ra) in an atom [31]. (B) Evolution of the calculated A, for increasing levels of theoretical sophistication (see
main text and the Supplementary Materials for more details) [10]. (C) Order-of-magnitude estimation of nuclear effects due
to Ra nucleus on the energy levels of 22*2?RaF. From left to right: changes in nuclear charge radius between Ra isotopes [20],
point-like magnetic dipole moment, electric quadrupole moment [33], distribution of nuclear magnetization, anapole moment,
nuclear Schiff moment [I7, 34], magnetic quadrupole moment [35]. The electric and magnetic quadrupole moments are nonzero
only for Ra isotopes with nuclear spin I > 1/2, such as 223Ra.

are able to provide an accurate description of the elec-  studies [15] [16] [38] [39] (third column of Table , but
tronic wavefunction within the Ra nucleus. Molecular are more precise, by as much as an order of magnitude,
theory is an essential ingredient for extracting funda- mainly due to a more complete treatment of correlation
mental physics information from precision experiments effects for all electrons of RaF.

[3) 10, 36l B7]. Using a computational scheme simi-
lar to that used in Ref. [10], the electronic parameters
that provide the sensitivity of the 22?Ra'’F molecule to
symmetry-violating phenomena were calculated: the ef-
fective electric field Eog acting on the electron electric
dipole moment (EDM); the molecular parameter Wpp
that characterizes the P, T-violating scalar-pseudoscalar
nuclear-electron interaction; the molecular constant Wg
that defines the interaction of the P, T-violating Schiff
moment of 22°Ra with the electronic cloud; and the
molecular parameter W, that captures the interaction
between electrons and the P-violating nuclear anapole
moment (see Supplementary Materials for details). The
obtained values are shown in Table [II] (second column).
They are in good agreement with previous theoretical

The values of hyperfine structure (HFS) constants, A |
and A, as well as the symmetry-violating electronic form
factors, Eex, Wpr, Wgs, and W,, strongly depend on
the electronic density behaviour inside the 22°Ra nucleus
[3]. However, unlike the HFS constants measured in this
work, the other computed parameters, which provide the
sensitivity to symmetry-violating phenomena, cannot be
measured experimentally. Hence, HF'S measurements are
essential for benchmarking ab initio theoretical calcula-
tions, and critically, they allow a reliable prediction of
the molecular sensitivity to symmetry-violating proper-
ties. As an illustrative example of the strong connection
between the HF'S constants and symmetry violating elec-
tronic form factor, it can be shown that the A, and A
parameters can be directly related to Eeg using a semi-



TABLE II. Calculated symmetry-violating electronic form
factors in 2?°Ra!’F. The parameter names and their units
are shown in the first column. The second and third columns
show the values of the parameters calculated in this work and
previous studies (see Supplementary Materials for details).
The numbers in square brackets correspond to one standard
deviation uncertainty (where available).

This work  Previous work

-52.8[53]*
-52.5[52]"
-56.9°
-50.8¢
-54.2[54]°
“139[14]7
-141.2[140]°
-152.5°
-138¢
1700[170]*
1420[213]"
1641[246]*
-22130[2213]>"
-19148%#

® Ref. [15], ® Ref. [16], ¢ Ref. [41], ¢ Ref. [42],
° Ref. [43], f Ref. [38], & Ref. [39], ® Ref. |44]

Eeog (GV/em)  -53.3[9]

Wper (h kHz)  -144.3[14]

Wa (h Hz) 1694[17]

Ws (e/(4mepag)) -20900[2100)

empirical approximation [40], Feg = av/AA,;, where
A= (A” + 2AJ_)/3, Ay = (A” - AJ_)/3 and o ~ 0.0313
GV/(cm MHz) is an approximate proportionality con-
stant that can be obtained by simple numerical calcula-
tions [40]. This approach provides a value of E.g = 63.2
GV /cm, which is within 20% of our accurate state-of-
the-art ab initio calculations, reported in Table
Using the calculated hyperfine and P, T-odd electronic
form factors, the contributions of various nuclear effects
to the molecular spectra of 223225RaF are illustrated in
Fig 2C. Electroweak nuclear properties related to W-
and Z-boson exchange within the Ra nucleus, such as
the anapole moment, are expected to be on the order
of 100 Hz. Experiments on stable molecules are already
able to achieve and exceed this level of precision [3]. Nu-
clear C'P-violation effects due to beyond the SM physics
are predicted to produce shifts on the order of mHz, a
level of precision that is within reach of existing atomic
and molecular techniques [4} [5]. Molecules containing Ra
nuclei therefore represent some of the most compelling
systems for discovering CP-violation in the strong force

3.

CONCLUSIONS AND OUTLOOK

The hyperfine structure of 22’Ral’F was measured, re-
vealing the high sensitivity of this molecule to the prop-
erties of the 2’ Ra nucleus. The observation of the distri-
bution of the nuclear magnetization effect in a molecule

was possible thanks to the combined precision of our ex-
periment and high accuracy of quantum chemistry cal-
culations, which are now reaching the sub-percent level.
Improving the precision of these calculations by a factor
of ~ 2 — 3 would already enable different nuclear mag-
netization models to be distinguished between, at be-
low the 10% level (see Ref. [10] and the Supplementary
Materials), facilitating stringent tests of nuclear theory.
We hope that our experimental results will motivate the
development of higher-accuracy molecular and nuclear
structure calculations.

Our findings lay the groundwork for using these
molecules in future studies of higher-order symmetry-
conserving nuclear moments such as the nuclear magnetic
octupole moment [45] [46], electric hexadecapole |47, [4§]
or electric quadrupole shift (higher-order correction to
the electric quadrupole interaction, due to electron pen-
etration into the nucleus) [49]. The former has never
been measured in a molecule, while the latter two have
not been observed in any atom or molecule so far. All
of these properties are enhanced in molecular systems
containing heavy, octupole-deformed nuclei [3]. Together
with the distribution of the nuclear magnetization, they
can provide valuable information about the behaviour of
protons and neutrons within atomic nuclei which is im-
portant for elucidating the microscopic origin of collec-
tive nuclear phenomena. Observables that are sensitive
to the neutron distribution would be key to our under-
standing of nuclear matter and constrain properties of
neutron stars [50]. Our measurements provide critical
information on the rotational and hyperfine structure of
225Ra!’F, which, complemented by the calculated elec-
tronic form factors, represent a major milestone towards
future experimental developments that aim to use these
molecules for fundamental physics studies [3].
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SUPPLEMENTARY MATERIALS

A. Data analysis

Each peak used in the determination of the rotational
and hyperfine Hamiltonian parameters was fit with a
Voigt profile plus a constant background, using the LM-
FIT Python package. The number of peaks in a given
scan was chosen based on the reduced-x? of the fit. The
obtained central value of each peak, together with its as-
sociated uncertainty, were input into PGOPHER, where
they were fit with the effective Hamiltonians described
below. The main sources of systematic uncertainty in
our experiment were (expressed as an uncertainty on the
wavenumber in brackets): variations in the ion beam ex-
traction voltage (1.2 x 10% cm™!), changes in the beam
energy during the charge-exchange process (10~* cm~1),
uncertainties in the measurement of the Rb reference fre-
quency by the wavemeter (10~ ecm™1), presence of stray
magnetic and electric fields (< 1075 cm 1) and AC Stark
shifts due to the presence of the second- and third-step
lasers (5 x 107* cm™!). These uncertainties were added
in quadrature to the statistical uncertainty for each fitted
line in the spectra, before performing the PGOPHER fit.

For the X 2X7T electronic state, the employed rota-
tional and hyperfine Hamiltonian is given by:

HY®'%5, = (B" = D"N?) N*+yN -S+V'1-S+"L.5.,

(1)
where B” is the rotational constant, D" is the centrifugal
distortion constant, v is the spin-rotation constant and b”
and ¢’ are hyperfine constants due to the 22°Ra nucleus.
These parameters can be related to Ay and Aj of the
X 257 state from [10] using: A; =b" and A — AL =’
[51]. N =J — S, S and I are the molecular rotational
operator (excluding the electron and nuclear spin), the
electron spin operator and the nuclear spin operator, re-
spectively, while S, and I, are the z-component of the
latter two.

The excited electronic state, A 211, was described by
the effective rotational and hyperfine Hamiltonians:

H'YY = Tn + AnL.S. + (B'— D'N?) N?—

1 ) )
-5 {g +ppN2, N, S e 2% 1 N_S_62’¢} n

1 : )
+5d (721,81 +€¥?1.5),
(2)

where {O,Q} = 0Q + QO, L, is the z-component of the
electron orbital momentum operator in the molecular rest
frame, 71 represents the energy difference between the
origins of the v/ = 0 vibrational level of the 2II electronic
manifold and the origins of the corresponding isovibra-
tional level of the X 2X% electronic manifold, while Ap
is the spin-orbit interaction. The 2II electronic manifold,
gets split, in a Hund case (a) picture, into a 2Tl /2 and
a 201, /2 electronic levels due to the spin-orbit coupling,
separated by Ar;. As rovibronic transitions to the A%l /2
clectronic state were not measured, it was not possible to
constrain both 71 and Ay simultaneously, therefore Ap
was kept fixed at its previously measured value of 2067.6
em~! [19]. p is the A-doubling parameter and pp is the
centrifugal distortion correction to p. Finally, d is a hy-
perfine structure constant due to the 22°Ra nucleus. In
a AZII state, this is related to the A, parameter from
[10] by Ay =d [51]. Ny, St and I are the raising and
lowering operators for the N, S and I operators defined
above and ¢ is the polar angle around the molecular axis,
defined in the molecule’s rest frame. The molecular pa-
rameters, extracted from fitting the above Hamiltonians
to the data, correspond to the ground vibrational level
of each electronic manifold [26]. The hyperfine splitting
due to the fluorine nucleus (I = 1/2) was predicted to be
much below 100 MHz and hence was not observed given
our current spectroscopic resolution. Therefore, the cor-
responding hyperfine Hamiltonian was not included in
the analysis.

For the fitting procedure, v, D', D" and pp parameters
were each sampled from a Gaussian with mean and stan-
dard deviation given by the values of the corresponding
parameters of the 226Ral%F molecule [26], scaled accord-
ingly using the reduced mass of the two isotopologues.
After sampling, these parameters were kept constant dur-
ing the fitting procedure, and the values of the other ro-
tational and hyperfine parameters were extracted. The
sampling and subsequent fitting was repeated 1000 times,
and the obtained average value and standard deviation
of the fitted parameters are reported in Table

Examples of the measured spectra of ???Ra!’F to-
gether with the obtained best fit are shown in Fig.
where the experimental data is shown in red, while the
best fit is shown in blue. In the center, the full simu-
lated spectrum of the transitions over a range of ~ 50
em~! is shown. The x-axis shows the wavenumber of the



first-step laser, Doppler corrected to the molecular rest
frame, while the y-axis shows the rate in arbitrary units
(a.u.). The splitting of each rotational line into 3 hyper-
fine components can be clearly observed in the R-branch
spectra around 13300 cm™1!.

B. Nuclear magnetization distribution effect in Ra*
and RaF

The magnetic dipole hyperfine structure (HFS) con-
stant can be expressed using the following parametriza-

tion [32]:
A=A _ ABW, (3)

Here, A represents the HFS constant in the point-
like nuclear magnetic dipole moment approximation, and
ABW quantifies the contribution of the finite nuclear
magnetization distribution to the HFS constant, com-
monly known as the Bohr-Weisskopf (BW) effect. In
Ref. [10], it was demonstrated that the BW correction,
ABW  for heavy atoms and molecules (including systems
with complex electronic structures) can be factorized as
follows (see Eq. (29) of Ref. [10] for details):

ARV ~ EB.. (4)

Here, E represents a pure electronic factor, which is inde-
pendent of the nuclear magnetization distribution and is
solely determined by the electronic structure. All infor-
mation regarding the nuclear magnetization distribution
can be encoded in the electronic state-independent pa-
rameter, B,;. This parameter has a well-defined physical
meaning [10] being proportional to the BW effect con-
tribution to the A constant of the hydrogen-like (H-like)
ion. Therefore, in cases where measurements of H-like
ions are available for a given isotope, B, can be obtained
almost directly [52] due to the very high accuracy of the
theoretical description of such ions.

In Ref. [10], A(®) and E were computed for the ground
electronic state 7s S /5 of the **Ra™ cation. By com-
bining these theoretical values with the experimental
value [30} 53, [54] of the A constant, the parameter Bs was
determined. The electronic A(”) and F constants were
also calculated for the excited electronic state 7p 2P; /2
of 22Ra™. Using these values, along with the extracted
value of By, the BW contribution to the A constant for
this state was computed according to Eq. . The re-
sulting value of A(7p 2P, /2) was in good agreement with
the available experimental value [30} 53] [54], with a devi-
ation of about 0.1%, though the theoretical uncertainty
was estimated at 1%. The BW effect contribution to
A(Tp 2P, s2) was 1.4%. Interestingly, the Bohr-Weisskopf
effects for the 7s 2.5, /2 and 7p 2P /2 states are induced

TABLE III. The BW contribution to the hyperfine structure
constants, A and A,, (in MHz) for the ground eclectronic

state of the ?2°RaF molecule, using different models of the
nuclear magnetization.

Model AV ARV
Ball -537 -529
WS -830 -818

Semi-empirical [10] -730 -720

by different harmonics, s;/ and p; /2, respectively [10].
However, as explained in Ref. [10], the same constant Bg
can be utilized in both cases due to properties of the solu-
tions to the Dirac equation and the symmetry of the mag-
netic dipole hyperfine interaction operator. This is par-
ticularly important for systems with complex electronic
structures, where both harmonics contribute simultane-
ously. The validity of factorization was also numer-
ically confirmed by considering various nuclear magne-
tization distribution models |10} [55]. Finally, the semi-
empirically extracted value of B; was employed to predict
the BW effect in the 22°RaF molecule for both the ground
and first excited electronic states. The uncertainty on the
deduced BW effects using this approach is limited by the
uncertainty in the electronic structure calculation of A(©)
and E of Ra™, estimated to be 1% [10]. Given that the
BW effect amounts to about 5% of the A value of the
7529, /2 ground state in Ra™ [10], the uncertainty in the
value of the BW effect obtained using this semi-empirical
method is ~ 20%.

It is also possible to estimate the B, parameter using
simple nuclear magnetization distribution models. The
simplest model is a uniformly magnetized sphere, while a
more accurate model is a Woods-Saxon (WS) model. The
WS model was used in Ref. [56] to calculate the BW ef-
fect in 22°Ra™. By combining the value of B with the
data from Ref. [56] and using the factorization property
, one can obtain BYVS. Using Eq. and the values
of the B, parameter from different nuclear magnetization
distribution models, one can calculate the value of the
Aﬁw and ABW constants for the ground electronic state

of the 22°RaF molecule. The obtained results are given in
Table The uncertainty of the BW effect depends on
the nuclear model used [57, [58] and it is expected that
future nuclear structure calculations, employing more re-
alistic models, will allow a prediction of this effect with
quantifiable uncertainties. An improvement in the ac-
curacy of the electronic structure calculations by only a
factor of ~ 2 — 3, combined with our experimental re-
sults, would allow the study of the distribution of the
nuclear magnetization with a relative precision of better
than 10%.
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FIG. 3. Example of measured spectra for the 0’ <+

0” transitions. In the center, in blue, the fitted combined hyperfine
and rovibronic spectrum of ?2*RaF obtained for J < 100, over a range of ~ 50 cm ™!

is presented. Figures in magnified views

show measured spectra for different regions in frequency space. The connected red dots show the experimental data, while the
continuous blue lines represents the best fits to the data. The errorbars show one standard deviation statistical uncertainty.
The values on the x-axis correspond to the wavenumber of the first laser used in the resonance ionization scheme, Doppler
corrected to the molecular rest frame. The rate on the y-axis is given in arbitrary units (a.u.).

C. Computational methods

The Hund case (c) matrix elements (*3 /5|JS [2X_1/2)
and (*I1; /5| J§ [PTI_; )5), where J¢ is the & + iy compo-
nent of the body-fixed total electronic angular momen-
tum, can be related to the spin-rotational and A-doubling
parameters in Hund cases (b) and (a) in the dbOVC Hamil-
tonians as follows: (2 21/2|J+| Y 1) =1— W and
(T o] JEIPTI_y o) = 2B' , where 7, pe, B! and B” refer
to vibrationally indopondont molecular parameters (see
Ref. [26] for details). These matrix elements were cal-
culated herein and the values obtained are reported in
Table [[V, exhibiting an excellent agreement with the ex-
periment [26], at the 0.1% level (the values of these pa-
rameters are the same for 22°RaF [26] and ??°RaF). The
following scheme was used for the calculations. First, cor-
relation calculations were performed employing the rela-
tivistic coupled-cluster approach with single- and double-
excitation amplitudes (CCSD) within the Dirac-Coulomb
Hamiltonian [7], [59]. Here, 69 electrons of RaF were in-
cluded in the correlation treatment and the extended

uncontracted all-electron triple-zeta extAE3Z basis set
(based on AE3Z [60] by Dyall) developed in Ref. [10] was
used. It includes [38s33p24d 14 f 7g 3h 2i] Gaussian-type
functions for Ra and corresponds to the uncontracted
AE3Z [60] basis set on F. To account for effects of larger
basis sets, a correction was taken as the difference be-
tween values of the matrix elements under consideration
using the extended quadruple-zeta ext AE4Z [10] basis set
and the ext AE3Z basis set. These calculations were per-
formed at the 27-electron CCSD level using the valence
part of the generalized relativistic effective-core potential
approach [61H63]. Next, higher-order correlation effects
were implemented through two contributions. The first of
which was calculated as the difference between the results
obtained within the CCSD and partial iterative triple-
excitation amplitudes (CCSDT-3 [8]) model compared
to the CCSD method. In this calculation, 35 electrons
of RaF were correlated using the special compact basis
set for Ra constructed using the approach developed in
Refs. [10, 137 [64] and comprising [8s8p 7d 7 f 4¢g 2h] con-
tracted Gaussian functions, while for F we used the aug-



TABLE IV. Contribution to the theoretically calculated
(212 JSPE 1)) and (*I1y /5| JS|*TI_ /o) matrix elements.
The associated experimental values extracted from [26] are
shown in the last row. The numbers in round (square) brack-
ets correspond to lo statistical (systematic) uncertainty.

Contribution <2EI 2|J_T_|2E,1 2> <2H1 2|Ji|2H,1 2)
CCSD 0.98355 -1.05444
Basis correction -0.00010 -0.00655
CCSDT-3 — CCSD 0.00050 -0.00728
CCSDT(Q) — CCSDT-3 0.00001 -0.00407
Gaunt 0.00057 0.00151
Total 0.98453[67] -1.0708[97]
Experiment 0.98475(13)[34] -1.07335(21)[45]

cc-pVDZ-DK [65], [66] basis set. Then, correlation effects
up to the CC with full iterative triple- and perturba-
tive quadruple-excitation amplitudes CCSDT(Q) [8] [9]
approach were implemented. For this contribution, 27
electrons of RaF were correlated and the reduced com-
pact basis set reduced for Ra to [8s8p7d4f] contracted
Gaussian functions was used. Finally, the effect of the
Gaunt interelectron interaction at the self-consistent level
was computed. In all of the calculations, the equilibrium
Ra—F distance was used.

The P, T-breaking interaction between an eEDM and
electrons can be described by the following Hamilto-

nian [67] [68]:

HT = d, )" 2icyyip?. (5)
a

where index a denotes each clectron, p is the electron
momentum operator, ¢ is the speed of light, d, is the elec-
tron EDM and +° and +° are Dirac matrices defined ac-
cording to Ref. [69]. These matrices are related through
~% = —iv9y172ys. This interaction can be characterized
by the molecular constant Wy:

Wa= (V2. ()

In these designations, the effective electric field acting
on the eEDM is E.g = Wy|Q|. Another possible source
of the P, T-violation is the scalar-pseudoscalar nucleus-
electron interaction given by the following Hamiltonian

(see Ref. [70]):

G
H, =i—&

V2

where Gp = 2.22249 - 10~ q.u is the Fermi-coupling
constant, Z is the charge of the heavy nucleus (Z = 88
for 22°Ra in our case), py(r) is the nuclear density nor-
malized to unity and r is the electron radius vector with
respect to the heavy atom nucleus under consideration.

st 2727SP1V(ra)7 (7)
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This interaction is characterized by the molecular param-
eter WP,T:

1

Wpr = O

H.
(w221 9), (5)
S
The electron-nucleus P-odd interaction Hamiltonian is
defined as:

Hp =K%a~IpN(r). (9)

The main contributions to this effect in ??’RaF are the
Z%-boson exchange between the unpaired electron and
the 22°Ra nucleus and the interaction of the unpaired
electron with the nuclear anapole moment. These effects
are characterized by the dimensionless constant k. By
averaging this Hamiltonian over the electronic wavefunc-
tion of the molecule, the following rotational and hyper-
fine effective Hamiltonian is obtained [71]:

Heg = Wer)n x S -1, (10)
where n is the unit vector directed from the Ra nucleus
to F and W, is a molecular parameter given by:

Gy /y 2
Wo = E < E1/2 |PN(1‘)04+| E—1/2> .

To calculate Eeg, Wpr and W, a similar scheme to
that in Ref. [10] was used to calculate hyperfine structure
constants. First, correlation calculations were performed
employing the relativistic coupled-cluster approach with
single-, double- and perturbative triple-excitation am-
plitudes, CCSD(T), within the Dirac-Coulomb Hamilto-
nian [7,[59]. All 97 electrons of RaF were included in the
correlation treatment using the extAE3Z basis set. The
virtual energy cutoff was set to 10,000 Fp. The signifi-
cance of the high energy cutoff for properties that depend
on the behavior of the wavefunction near the heavy-atom
nucleus has been demonstrated and analyzed in detail in
Refs. [72][73]. Next, higher-order correlation effects were
taken as the difference between values of the constants
under consideration calculated within the CCSDT and
CCSD(T) methods correlating 27 electrons of RaF and
using the SBas basis set from Ref. [10]. Additionally,
we calculated the contribution of even higher-order cor-
relation effects by comparing the results obtained from
CCSDT(Q) and CCSDT calculations, which correlate 27
electrons of RaF. We used the compact basis set compris-
ing [8s8p7d4f] contracted Gaussian functions for Ra,
while for F, we employed the aug-cc-pVDZ-DK basis
set [65] [66] and employed the two-component two-step
approach within the generalized relativistic effective core
potential (GRECP) theory [36, [74] [75]. Next, for the
case of Fog, Wpr, a basis set correction, calculated at

(11)



TABLE V. Theoretical contributions to the Feg (in units of
GV/cm), Wp,r (in units of h kHz) and W, (in units of h Hz)
molecular parameters.

Contribution FEes Wpr Wa
CCSD(T) -53.9 -145.2 1707
CCSDT(Q) — CCSD(T) -0.1 -0.3 3
Basis correction 0.0 -0.1 -3
Gaunt 0.9 1.4 -16
Vibr. -0.1 -0.4 4
Total -53.3[9] -144.3[14] 1694[17]

the 69¢-CCSD(T) level within the Dirac-Coulomb Hamil-
tonian was added. Here, the extended number of ba-
sis functions in the extAE4Z basis set with respect to
extAE37Z was accounted for. For the case of W,, an
equivalent correction was calculated in a similar way,
but using the two-component 27¢e-CCSD(T) two-step ap-
proach [36], [75]. To test the influence of further
basis functions with high angular momentum for Eeg,
Wp,r, additional corrections were determined which cap-
ture the effect of [15g 15h 15¢ |-type basis functions within
the scalar-relativistic two-step approach [36], [75] and
the 37e-CCSD(T) method. The Gaunt interelectron con-
tribution was calculated at the self-consistent level and
then rescaled by the factor 1.4 to account for correla-
tion effects. The calculations described above were per-
formed at a fixed internuclear distance of 2.24 A, which
corresponds to the equilibrium distance of the electronic
ground state [10 [15]. Finally, a vibrational correction
was implemented to the considered molecular constants
for the ground vibrational levels of RaF using the two-
step two-component 37e-CCSD(T) approach similar to
Ref. [10]. In the calculations described above, a Gaus-
sian nuclear charge distribution model [76] was used.

The calculated values of Eeg, Wpr and W, are given
in Table High-order correlation effects given in the
“CCSDT(Q) — CCSD(T)” lines can be seen to be quite
small in addition to basis set corrections. These two
sources of the theoretical uncertainty are therefore almost
negligible for the present case. A special note should
be made concerning the Gaunt interelectron interaction
contribution to Feg. The one-electron operator (Eq.
is only valid within the Dirac-Coulomb Hamiltonian [68].
When the Gaunt interaction is included in the molecular
Hamiltonian, the expression (Eq. [5)) should be replaced
by a two-electron operator. This is not trivial to real-
ize computationally for molecules. Therefore, following
a previous analysis [37], the whole “Gaunt” contribution
was included in the uncertainty of Feg. This contribution
represents the dominant source of uncertainty. The effect
of this approximate method for calculating the Gaunt
contribution was also included in the theoretical uncer-
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tainty of the other calculated constants. The final uncer-
tainty estimation of E.g, Wpr and W, values given in
the main text includes: (i) contribution of higher-order
correlation effects estimated as the value given in the
“CCSDT(Q) — CCSD(T)” line of Table [V} (ii) effects of
further extending the basis set which are expected to be
at the level of the values given in the “Basis correction”
line of Table [V| and (iii) effects of the Gaunt (Breit) in-
terelectron interaction described above; (iv) The contri-
bution of quantum electrodynamics (QED) effects, which
has been estimated as the difference in calculated values
of Eege, Wpr, and W, obtained using the Dirac-Coulomb
Hamiltonian with and without the inclusion of the model
QED operator [77] in the formulation in Ref. [78]. It is
important to note that we did not include the obtained
QED contributions (Eeg: 0.2 GV/cm, Wpp: -0.2 kHz,
W,: 3 Hz) in the final values of the calculated constants,
as the approach used is not a rigorous QED treatment.
It can however still be used to estimate the order of mag-
nitude of the QED effects. The final uncertainty is cal-
culated as the root of the sum of the squares of these
uncertainties. Contributions to these uncertainties from
nuclear structure effects are not considered and included
due to the lack of corresponding nuclear structure calcu-
lations.

The effective Hamiltonian of the P, T-odd interaction
of the nuclear Schiff moment with electrons that contains
a finite nuclear size correction is given by the following

expression [79} [80]:
H™? = WeS" - n, (12)

where S” is the corrected nuclear Schiff moment [80] and
Ws can be calculated as:

W = (030 2 ), (13)
a

where B = [ py(r)ridr. Direct use of Eq. requires

very large Gaussian-type basis sets. Alternatively, the

relation Wg a~ 6X/r*P can be used, where the coefficient

r°P was calculated analytically in Ref. [44] and the molec-

ular parameter X can be computed as follows [81] [82]:

X=-Z@ . vins®Iw. (4

Following Ref. [83], the X parameter was calculated at
the 2-component CCSD(T) level using the two-step ap-
proach [36] [74] [75], which allowed the use of the accu-
rate asymptotic behaviour of the wavefunction inside the
nucleus. 37 electrons were included in the correlation
treatment using the extAE3Z basis set. According to
this calculation, correlation effects reduced the relativis-
tic Hartree-Fock value by a factor of 1.74. The Dirac-
Hartree-Fock level of theory was also used to directly



calculate Wg according to Eq. where it was possible
to use a very large basis set. The latter was constructed
by modifying the extAE3Z basis set where all s— and
p—type functions were replaced by even-tempered series
of Gaussian functions. Here, the Gaussian exponential
parameters 3; were calculated as ;41 = 3; - 1.6, where
B1 = 1.0 x 1072 and the maximal Sj—gs = 7.3 x 10°.
The final value of Wg was obtained by applying the fac-
tor of 1.74 that takes into account correlation effects at
the Dirac-Hartree-Fock value. The expected uncertainty
of the final Wg is ~ 10%, similar to that estimated
in Ref. [83] for Wg constants for actinide-containing
molecules.

The calculated values of the symmetry-violating elec-
tronic form factors are compared with literature values
in the main text. Below, we provide a brief overview of
the methods used in those studies (see the correspond-
ing references for additional details). (i) In Ref. [15], the
values of all molecular parameters of the P-P,7T-odd in-
teractions were calculated for the ground electronic state
of RaF using the 2-component two-step approach with
the GRECP method [36] [74, [75]. Electronic correlation
effects were treated using the relativistic Fock-Space cou-
pled cluster method with single and double excitations,
along with a correction for higher-order correlation ef-
fects within the scalar-relativistic CCSD(T) approach.
In the calculation [15], 19 electrons were correlated. (ii)
In Ref. [16], the authors calculated the values of FE.g
and Wp r using the Dirac-Coulomb Hamiltonian and the
CCSD method. They considered correlation effects for
all electrons and set the virtual energy cutoff to 20 E,.
(iii) In Ref. [41], the authors calculated the values of Eeg
and Wp p using the Dirac-Coulomb Hamiltonian and the
CCSD method. They set the virtual energy cutoff to
80 Ej. In comparison to the results of Ref. [16], where
the so-called A-equations were solved to determine the
values of E.g and Wp as analytical derivatives of the
coupled cluster energy with respect to the added per-
turbation (such as the interaction of the electron EDM
with the effective electric field or the scalar-pseudoscalar
nucleus-electron interaction), an expectation value ap-
proach was employed in Ref. [41]. There, the expec-
tation value of a specific operator was calculated, con-
sidering only the linear terms in the CCSD wavefunc-
tion. (iv) In Ref. [42], the authors calculated the values
of Feg, Wp,r, and Wy using quasi-relativistic wavefunc-
tions obtained within the zeroth-order regular approxi-
mation (ZORA). They treated electronic correlation ef-
fects using the hybrid Becke three-parameter exchange
functional and the Lee, Yang, and Parr correlation func-
tional (B3LYP) [84]. A similar approach using the local
density approximation functional was used in Ref. [3§].
(v) In Ref. [43] the value of E.g was calculated using the
exact 2-component atomic mean-field Hamiltonian and
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the CCSD(T) method. The virtual energy cutoff was
set to 100 Ej, in the case of RaF. (vi) In Ref. [39], the
value of W, was calculated using the relativistic density
functional method employing the Coulomb-attenuated
B3LYP functional, the parameters of which were ad-
justed in Ref. [85].

The values of various nuclear effects of the
isotopes presented in Fig. were calculated as follows.
The changes in mean-square charge radii d (r?) were
taken from [20]. The magnetic dipole moments p and
u(r) are based on the measurements presented herein as
well as electronic form factor calculations from Ref. [10].
The effect due to the electric quadrupole moment @,
was estimated using electronic form factor calculations
from Ref. [33] and the value of the ??*Ra nuclear electric
quadrupole moment from Refs. [86] [87]. The expected
contributions from the anapole a and Schiff S moments
were estimated using the electronic form factors calcu-
lated in this work. The value of the ?2Ra anapole mo-
ment was calculated using the nuclear shell model [3| [79],
while for the Schiff moment, the value from Ref. was
used:

223,225

S(***Ra) = 1.0 0 ¢ fm?, (15)

where 6 is the CP-violating phase of the QCD Hamilto-
nian. The upper limit on the Schiff moment in Fig. 2C,
is based on the limit on § from Ref. [34]. Finally, the ef-
fect of the magnetic quadrupole moment, MQM, effect in
223RaF is based on the calculations presented in Ref. [35].
The semi-empirical approximation

Eeff =« AAd, (16)
assumes (see Ref. [40] for details) that there is a propor-
tionality relation between E.g and a function of the HF'S
constants of a heavy atom-containing diatomic molecules
with a 2%, /2 electronic state. This expression allowed an
estimation of Eeg for the YbF molecule [40] using the
experimental values of the HFS constants and a sim-
ple model of the electronic wavefunction, eliminating
the need for large-scale calculations. To test this ap-
proach for RaF, E.x and the HFS constants were cal-
culated at the simple Dirac-Hartree-Fock level. A value
of &« = 0.0313 GV/em MHz using Eq. [16| was obtained.
Next, Eq. [16| was used again to extract the value of F.g
substituting the estimated value of o and the experimen-
tal values of the HF'S constants determined here. The ob-
tained value of E.g in this case was found to be overesti-
mated by about 19% compared to the precise large-scale
calculation presented here. It is however better than the
pure Dirac-Hartree-Fock value of Eog, which is underes-
timated by 29%.
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4.4 Article 4: Tonization Potential of Radium Monofluo-
ride

This article presents the measurement of the ionization potential of the 22RaF molecule.
The experimental results, combined with ab initio many-body electronic structure calcula-
tions, confirm the location of the ionization potential below the dissociation energy, proving
the suitability for future studies of highly excited Rydberg states in these molecules. For this
article, to be submitted to Physical Review Letters (2024), I was involved in the experiment,
I contributed to the data analysis, the preparation of the figures and the initial draft of the
manuscript.
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The ionization potential (IP) of radium monofluoride (RaF) was measured to be 4.972(2)[14] eV,
revealing a relativistic enhancement in the series of alkaline earth monofluorides. The results are in
agreement with a relativistic coupled-cluster prediction of 4.978[6] eV, incorporating up to quantum
electrodynamics corrections. Using the same computational methodology, an improved calculation
for the dissociation energy (D.) of 5.56[5] eV is presented. This confirms that radium monofluoride
joins the small group of diatomic molecules for which D, > IP, paving the way for precision control

and interrogation of its Rydberg states.

The ionization potential (IP), defined as the minimum
energy required to release a bound electron, is a funda-
mental property of atoms and molecules, and is impor-
tant in chemistry and physics. The IP is central to reveal-
ing rigorous and intuitively appealing interrelationships
among all electronic structural properties of atoms and
molecules [I]. Electronic states of these systems can be
arranged into series, which differ in their principal quan-
tum number, n, and excitation energy. The energy of
states within each series increases with n and eventually
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converges at the IP.

Due to the highly non-linear scaling of atomic and
molecular properties with n, states with n > 1
can exhibit remarkable properties when compared to
their ground states. These ‘Rydberg states’ can have
micrometer-sized atomic radii, extended lifetimes and
extremely large transition dipole moments, thousands
of times larger than those for their low-lying (low-n)
states [2]. These exceptional characteristics make Ry-
dberg states prominent systems for quantum computing
and simulation [3], precision measurements [4] and the
investigation of long-range interactions due to their high
sensitivity to external electric fields and photon absorp-
tion.

For the majority of diatomic molecules, however, the
dissociation energy (D.) lies lower in energy than the
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FIG. 1. (Color online) a) The two-step and three-step ion-
ization schemes used in the experiments. Power-normalized,
background-subtracted ion count rate as a function of total
photon energy in ??°Ra'®F for the b) two-step scheme and c)
three-step scheme. The determined IPs are shown as vertical
dashed-and-dotted lines with their dominant 1o systematic
uncertainties as gray bands.

IP. This severely limits the ability of experiments to
study and manipulate their high-lying Rydberg states, as
the molecules can fragment following pre-dissociation in
short (ns) timescales. A notable exception to this trend,
with D, > IP, is BaF, which has been an important play-
ground for the investigation of molecular Rydberg states
owing to this extremely rare property [5H7].

Molecules containing isotopes of radium have been pro-
posed as being promising systems in which to study the
fundamental symmetries of the Universe [8| [9], particu-
larly in the hadronic sector of the Standard Model, where
the rare octupole deformation of certain radium isotopes
significantly boosts their sensitivity to P, T-violating phe-
nomena [10].

A notable example is the RaF molecule, which was
theoretically predicted [8] and later experimentally con-
firmed to be directly laser-coolable [11H13]. Leveraging
the unique properties of high-lying Rydberg states of RaF
through manipulating them with external fields, could
enable the sensitive control of these molecules [14} [15], of-
fering complementary opportunities for future precision
measurements. The realization of such techniques how-
ever relies upon the condition that D, > IP.

Here, we demonstrate that RaF possesses an excep-
tionally large dissociation energy that exceeds its ioniza-
tion potential. We report the first measurement of the IP

of 226Ra!"F, determined from the ionization threshold of
its valence electron under multi-step laser excitation us-
ing both two-step and three-step ionization schemes. The
obtained value is compared with ab initio calculations
performed within the relativistic coupled-cluster (RCC)
framework, corrected for higher-order effects, including
QED contributions. The same computational method is
used to calculate its dissociation energy, resulting in an
improved value, thus confirming that RaF possesses the
rare property in which D, > IP.

Ezperimental details: Bunches of 226Ra'?F+ were pro-
duced at the ISOLDE radioactive ion beam facility at
CERN and studied with the Collinear Resonance Ion-
ization Spectroscopy (CRIS) experiment. Details on the
production of RaF molecules at ISOLDE can be found
in Refs. [12) [16]. Upon entering the CRIS beamline,
the RaF™ beam was neutralized in-flight after passing
through a charge-exchange cell filled with a sodium va-
por, where the neutral RaF molecules predominately
populated the X 2X7T electronic ground state [17]. The
non-neutralized residual ions were deflected away, while
the neutral bunches entered an ultra high-vacuum in-
teraction region (~ 107! mbar), where they were
collinearly overlapped with either two or three pulsed
laser beams.

The ionization threshold was measured during two sep-
arate experiments. The ionization schemes for these are
shown in Fig. a) In both experiments, the first laser
excited the A *TI; 5(v = 0) + X *LF (v = 0) transi-
tion of the RaF molecules [12], transferring molecules
residing in multiple rotational states from the vibronic
ground state [11]. In the first experiment, the sec-
ond laser was used to ionize molecules directly from the
A 2Ty j2(v = 0) state, constituting a two-step resonance
ionization scheme. In the second experiment, the discov-
ery of the higher-lying £ 23T state [18] allowed a three-
step resonance ionization scheme to be employed. This
resulted in a significantly improved signal-to-background
ratio as the superior pulse energy and beam quality of the
ionization laser operating in its fundamental wavelength
range increased the ionization efficiency while simulta-
neously decreasing the non-resonant background. Addi-
tional details on the laser setups for each experiment can
be found in the Supplemental Material.

The wavelengths of the ionization lasers were scanned
and the resulting RaF™ molecular ions were deflected
onto an ion detector. The ion count rate was monitored
as a function of ionization laser wavelength. The total ex-
citation energy delivered to each molecule by the lasers
was determined by Doppler-correcting the sum of the in-
dividual photon energies of the lasers in each ionization
scheme. Two scans at each ionization laser wavelength
were taken; one in which all lasers of each scheme were
present in the interaction region and the other one where
only the ionization laser was present such that any back-
ground resulting from the ionization laser could be ac-
counted for. The ion rate was then determined as the
difference between these two scans and linearly normal-



ized with respect to the ionization laser power.

The resulting thresholds are shown in Fig. [1|b) and c).
In a similar fashion to Ref. [19], the two sets of data were
fit using a Sigmoid function and the IPs determined from
the energy at which the ion rate saturates. The ionization
threshold measured using the three-step scheme (Fig.
¢)) can be seen to increase more sharply when compared
to the two-step scheme (Fig. b)). This is due to
the additional rotational angular momentum (.J) selectiv-
ity introduced by having two sequential resonant excita-
tions before the ionization step in the three-step scheme.
This in turn reduced the number of high-lying Rydberg
states populated by the ionization laser at energies below
the IP, resulting in a sharper threshold. The ionization
thresholds were determined to be 4.969(2)[13] eV and
4.972(1)[4] eV for the two-step and three-step scheme,
respectively. A systematic uncertainty resulting from the
fitting procedure and IP extraction is assigned by taking
the energy difference between the inflection points of the
curves and the extracted IPs. More details on the fitting
and its justification can be found in the Supplementary
Material.

The majority of each molecular bunch was present in
a shielded interaction region when the ionization pro-
cess took place. However, a fraction of the molecules
at the tail-end of each bunch were outside of this region
where stray fields are non-negligible. These molecules
were gated out of the data set as a conservative measure
to negate any systematic downward shift of the observed
thresholds resulting from the electric fields present. See
the Supplementary Material for more details on the time-
of-flight gating.

The potential energy curves for the A 2II; 12, B 2yt
states in RaF and the X !X+ RaF* ground state cal-
culated here have similar equilibrium bond lengths com-
puted to be 2.246 A, 2.191 A and 2.167 A, respectively.
As no significant change in the molecular geometry or
vibrational quantum number occurs, the observed ion-
ization thresholds from the A 21'[1/2 and F 2%7F state
represent the adiabatic IP of RaF. The final experimen-
tal value is given as 4.971(2)[14] eV, using the weighted
standard deviation of the two-step and three-step scheme
measurements to calculate the statistical error. The sys-
tematic errors from the two measurements were added in
quadrature.

Computational method: The relativistic single-
reference coupled-cluster approach with single, double
(CCSD), and perturbative triple excitations (CCSD(T))
was employed in our calculations, as implemented in the
DIRAC19 program package [20]. A zero-point energy
(ZPE) correction of 5 meV is added to estimate the
minimum vibrational energy of RaF and RaF™ in the
2yt and 'S7 states, respectively, using calculated har-
monic vibrational frequencies. Relativistic core-valence-
correlating Dyall basis sets [21), [22] of varying quality,
cvnz (n = 2 — 4) augmented by a single layer of dif-
fuse functions, were used (s-aug-cvnz). The calculated
potential energy curves were extrapolated to the com-

plete basis-set limit (CBSL) using the scheme in Ref.
for the Dirac-Hartree-Fock energy and the scheme in
Ref. [24] for the correlation contribution. In the calcula-
tions, 49 electrons were correlated and the virtual space
was cut off at 50 a.u.

To correct for the limited active space used, the dif-
ference between results obtained correlating 49 electrons
with a 50 a.u. cutoff and those obtained correlating all
(97) electrons with a virtual space cutoff of 2000 a.u was
calculated. In order to capture the full active space effect
and to account for inner-core correlations, the all-electron
quality basis set was used in the latter calculation. The
more modestly sized dyall-cv3z and dyall-ae3z basis sets
were employed, as calculations were prohibitively com-
putationally expensive at the 4z level. Furthermore, the
possible lack of diffuse functions was accounted for by
taking the difference between the d-aug-cv4z and the s-
aug-cv4z results. The above corrections were calculated
at a single geometry point and added to the potential
energy curves.

The effect of perturbative triple excitations on the
CBSL level was determined to be 51 meV. The effect
of full triple excitations was evaluated to be around
1 meV by comparing the IP calculated at the CCSDT
and CCSD(T) levels using the MRCC code [253] [26].
These calculations were performed using the dyall.v3z
basis sets, 16 correlated electrons, and a 10 a.u. virtual
cutoff. Higher-level excitations were not considered ow-
ing to the very small difference between the CCSD(T)
and CCSDT results.

TABLE I. Experimental and calculated IP and D, of RaF.

Method IP (eV) D, (eV)
CBS-DC-CCSD; 1.932 5.454
CBS-DC-CCSD(Tf*  4.983 5.547
+aug+ae.vs.cv 4.986 5.554
+AT 4.987 5.549
+Breit 4.985 5.547
+QED 4.978 5.556
Theoretical 4.978[6] 5.56(5]
Experimental 4.971(2)[14] 5.57(6)[22]"|

2 ZPE correction is included.
b Scaled from Ref. [12].

In addition, the Breit and QED contributions were es-
timated. QED corrections were calculated using a devel-
opment version of the DIRAC code [27]. Using this im-
plementation, two effective QED potentials were added
variationally to the DC Hamiltonian. The QED correc-
tion itself was obtained from a single-point calculation at
the equilibrium geometry of neutral RaF. The Uehling
potential [28] was employed for vacuum polarization and
the effective potential of Flambaum and Ginges for the
electron self-energy [29]. Our estimate of the size of the
Breit effect relied on the fact that the electronic struc-
ture of RaF is very similar to that of Ra™ and upon ion-
ization, the valence electron is removed from a Rydberg
orbital (atomic-like and non-bonding). Thus, the con-



tribution of the Breit interaction to the IP of RaF can
be approximated by the effect calculated for the IP of
Rat (direct calculations of molecular Breit contributions
are challenging at present). These calculations were per-
formed within the Fock-space coupled-cluster approach
(DCB-FSCC), using the Tel Aviv atomic computational
package [30].

The various higher-order corrections are added to the
adiabatic CBS-DC-CCSD(T) IP and the final theoretical
value was determined to be 4.978[6] ¢V as shown in Table
Using the same computational method, the dissocia-
tion energy D, of RaF was calculated to be 5.56[5] eV.
The uncertainty on the calculated IP and D. was eval-
uated through further computational investigation using
similar procedures that were previously employed for var-
ious properties of both atoms and molecules [31H34]. The
details of the uncertainty treatment for both properties
can be found in the Supplemental Material.

Discussion: Fig. |2 a) shows experimental determina-
tions of the IP of the group II monofluorides from CaF
to RaF and compared with theoretical calculations using
the same method as for RaF described previously [35].
Experimental IP values measured using electron-impact
[36H38] and laser spectroscopy methods [6l [39] are shown
as yellow diamonds and turquoise circles, respectively,
with theoretical calculations shown as dark blue squares.
The error bars for the laser measurements and theoret-
ical predictions are smaller than the markers. Fig. [2|b)
shows the deviation, in units of standard deviations, be-
tween the theoretical predictions (dark blue squares) and
experimental values (gray line). Where they exist, the ex-
perimental values used in the comparison are from laser
spectroscopy methods using Rydberg states or ionization
threshold measurements, owing to their higher precision.
In SrF, where no laser measurements exist, an electron-
impact measurement is used for comparison. Excellent
agreement within 1 standard deviation is obtained for
CaF, BaF, and RaF whereas SrF agrees within 2 stan-
dard deviations. Fig. [2|a) highlights the ability to deter-
mine the IP of RaF at a comparable or better precision
than experiments on the homologues, despite the techni-
cal challenges imposed by its short-lived nature.

The IP of the group II monofluorides decreases pro-
gressively with increasing proton number, before increas-
ing again in RaF. This enhancement in valence electron
binding energy can be attributed to relativistic effects,
which are significantly more pronounced in the heavier
RaF. These effects result from the relativistic increase of
the electron mass driven by the high velocity that bound
electrons experience in atoms and molecules containing
heavy elements [40]. This in turn spatially contracts or-
bitals with low angular momentum which increases their
binding energies [41l [42]. The relativistic treatment re-
quired for correctly describing RaF is fully achieved in
this study, yielding good agreement between theory and
experiment as in the case of its homologues.

Fig. [2 ¢) shows how the calculated IP for RaF evolves
with an increasing level of computational sophistication.

6.41a) [ Exp. (EN@ Exp. (DB Theory ||
60 oon d
2 5.6} This
=55 | work
o 2.z 1
4.8} % %0. ]
- 4.4} I I L L -
%A 2 :b) T i T T :
-53 g_ 8 0 B
o CaF SrF BaF RaF
c)
. - o O
S 4.98F V v 0
)
o 4.96F
I Exp. V CCSD(T)@ +Breit
© 4.94| I Exp. & +Aug. I QED. |/
L A A cCsD ) +AT
4.92

FIG. 2. (Color online) a): Comparison of predicted theoret-
ical and measured values for the IP of Group II monofluo-
rides. Electron-impact (EI) [36-38] and laser (L) measure-
ments [6] B9] are denoted in the legend. The error bars for
the laser measurements and theoretical predictions are smaller
than the markers. b): Deviation, in standard deviations, be-
tween the theoretical predictions (dark blue squares) and ex-
perimental values (gray line). c¢): Comparison of experimen-
tal and theoretical values for the TP of **°RaF for increasing
computational sophistication (left to right). Error bars are
shown only for the most accurate theoretical value. The thin
dark gray band and thick light gray band correspond to the
statistical and systematic uncertainties on the experimental
value for the RaF IP.

An agreement within 1 standard deviation is found be-
tween experiment and CCSD(T) theory that incorpo-
rates a complete basis set-extrapolation correction, non-
perturbative triple excitations, and Breit and QED cor-
rections. The final theoretical uncertainty is 6 meV, ow-
ing to the extensive implementation of higher-order con-
tributions.

Benchmarking the predictive power of molecular the-
ory is crucial for the study of radioactive molecules, which
is a prominent future avenue for precision tests of the
Standard Model [43]. As most of the short-lived radioac-
tive molecules of interest can only be made in small quan-
tities at specialized facilities, none of their chemical prop-
erties are known experimentally even though knowledge
of their chemical behavior is necessary to guide, or even
enable altogether, their production and study [44] [45].
Therefore, while the calculated TP of RaF is accurate
even for predictions of lower sophistication in Fig. |2 the
ability to reduce the theoretical uncertainty by including
higher-order contributions, up to the QED level, remains
important to aid experiments attempting to perform the
first spectroscopy of previously unexplored systems.

The previously calculated values of the dissociation en-
ergy, D., for RaF vary between 3.980 eV [8] and 5.282 eV



[46] with no corresponding uncertainties reported. Us-
ing the same computational method as for the IP, which
achieves a more extensive and rigorous treatment of
higher-order contributions compared to previous studies,
an improved calculation of the RaF D, equal to 5.56[5] eV
is presented. This is in agreement with the RaF D, ex-
tracted from Morse potential fits in Ref. [12], provided
they are scaled by the ratio 1.55[6]. Dissociation en-
ergy determinations from Morse potential fits use linear
extrapolations that significantly underestimate the true
dissociation energy in molecules where ionic bonding is
important [47, [48]. By taking the extrapolated D, values
in MgF, CaF, SrF and BaF, and comparing them to the
true measured dissociation energies, the aforementioned
scaling factor is obtained, which results in a RaF D, of
5.57(6)[22] ¢V (using the A 2II; /5 value from Ref. [12]).
The resulting value and uncertainty of the computed D,
corroborated by the agreement between experiment and
theory for the IP, confirms that RaF joins BaF in the
rare class of diatomic molecules for which D, > IP.
Conclusion:  The ionization potential of radium
monofluoride (RaF) was measured with the CRIS exper-
iment at CERN-ISOLDE to be 4.971(2)[14] eV, through
consistent observations of the ionization thresholds start-
ing from two different excited electronic states. The ex-
perimental results were compared against predictions cal-
culated with single-reference relativistic coupled-cluster
theory that incorporates triple excitations, basis-set,
Breit-effect and QED corrections. A good agreement is
obtained between experiment and theory for RaF, in ad-
dition to its lighter homologues. The dissociation energy
was found to lie above the IP, offering the possibility of
accessing and utilizing Rydberg states in RaF, without
loss due to pre-dissociation. This opens up several op-

portunities for controlling and manipulating the molecule
via external fields [14], [15]. Additionally, these states can
also offer an alternative window into probing the struc-
ture of radium nuclei [5].
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I. SUPPLEMENTAL MATERIAL
A. Experimental setup

Laser setup - two-step scheme: A pulsed grating-
tunable Ti:Sa laser with a linewidth of several GHz [49]
produced 752-nm light used to drive the A 2II; s2(v =
0) + X 2XT (v = 0) transition [12] of the RaF molecules,
exciting multiple rotational states from the vibronic
ground state. A maximum pulse energy of 150 uJ was
collimated through the interaction region with an 8 mm
spot size. The wavelength of this laser was kept constant
and measured using a HighFinesse WSU-2 wavelength
meter.

A Sirah Cobra pulsed dye laser with a linewidth of
1.8 GHz produced 726-764 nm light which was frequency
doubled to 363-382 nm. This light was used to ionize
molecules from the A 2II; s2(v = 0) state. The pulse en-
ergy of the second harmonic output of this laser varied

between between 50-130 pJ and the light was collimated
through the interaction region with a roughly 8-mm spot
size. The wavelength and power of the ionization laser
were measured using a HighFinesse WS6 wavelength me-
ter and Thorlabs S120VC power sensor, respectively.

The relative timings of the laser pulses were adjusted to
maximize the above-threshold ion rate using a Quantum
Composers 9520 Digital Delay Generator.

Laser setup - three-step scheme: The 752-nm light
used to drive the A 2Tl j5(v = 0) - X Y+ (v = 0) tran-
sition [12] of the RaF molecules was produced by a pulsed
injection-seeded titanium-sapphire (Ti:Sa) laser [50] with
a linewidth of around 20 MHz. A maximum pulse energy
of 55 pJ was delivered in a spot size of approximately
8 mm collimated through the interaction region. The
combined high photon density and transition strength
caused significant power broadening, intentionally excit-
ing multiple rotational levels centered around J = 21.5
from the vibronic ground state [11]], despite the narrower
linewidth of the laser. This was done to ensure the largest
possible ion rate from which to determine the ionization
threshold, given the challenges in studying such a small
molecular beam intensity (10° s=1).

A pulsed grating-tunable Ti:Sa laser with a linewidth
of a several GHz [49] produced 823-nm light to further
excite the molecules residing in A 2II; 5(v = 0) to the
E 2Y7 (v = 0) state. A maximum pulse energy of 130 pJ
was collimated through the interaction region with an
8 mm spot size. The wavelengths of the lasers used for
the first two excitation steps were kept constant and mea-
sured using a HighFinesse WSU-2 wavelength meter.

A Sirah Cobra pulsed dye laser with a linewidth of
1.8 GHz produced 675-692 nm light to ionize molecules
from the E 2Y% (v = 0) state. The pulse energy of this
laser varied between 780-900 pJ across this wavelength
range and the light was collimated through the inter-
action region with an 8-mm spot size. The wavelength
and power of the ionization laser were measured using a
HighFinesse WS6 wavelength meter and Thorlabs S370C
power sensor, respectively.

The relative timings of the laser pulses were adjusted to
maximize the above-threshold ion rate using a Quantum
Composers 9520 Digital Delay Generator.

B. Data taking, processing and analysis

Doppler correction: The total excitation energy de-
livered to the molecules was determined by first adding
the photon energies of the lasers in each scheme, as read
by the two wavelength meters. This sum, Fr,,;,, was con-
verted to the molecular rest frame energy, E, according
to:

E = Evrap -5 (1)

1+5)



[] 1 1 []
fit uncertainty |«
_____ b m - e m = — d Tt 1o
S e——— Iyox-lo

lon rate (arb. units)

IP-ogs By Ey IP
Energy (arb. units)

FIG. 3. Schematic representation of IP fitting procedure. See
text for details.

with

m2ct

6\/”m7 )

where m is the combined masses of 226Ra and °F [51], e
is the charge of the electron and c is the speed of light and
V is the acceleration voltage which averaged 39954(1) V
for the two-step scheme experiment and 29614(1) V for
the three-step scheme experiment. The uncertainty on
the Doppler-corrected total photon energy, E, was deter-
mined to be much smaller than 1 cm™".

Scan procedure: Data was taken where the ion
count rate was measured at discrete ionization laser wave-
lengths across the threshold region. Two scans at each set
wavelength were taken after a measurement of the ioniza-
tion laser power. In the first, all lasers for each ionization
scheme were present in the interaction region and in the
second, only the ionization lasers were present. This al-
lowed any background resulting from the ionization laser
to be accounted for. The ion rate was then determined as
the difference between these two scans and was normal-
ized with respect to the ionization laser power, which was
measured prior to each scan. The data was then binned
with respect to energy.

Fitting procedure: There is a lack of consistency in
the literature on how to extract the ionization potential
(IP) from observed ionization thresholds. Here, a sim-
ilar procedure to Ref. [19] is followed where the IP is
determined from the energy at which the ion rate satu-
rates. The approach used in Ref. [19] is justified in Ref.
[52], which contains an extended discussion of IP mea-
surements derived from ionization thresholds obtained in
resonance ionization experiments.

This method was chosen, instead using the onset en-
ergy where the first ions are observed or inflection point of
the ion rate curve, because high-lying Rydberg states are
expected to be populated by the laser ionization scheme

in the experiment. These states can be subsequently
ionized non-resonantly by absorption of another photon
from the ionization laser or by the electric field generated
by the deflection plates at the end of the interaction re-
gion with latter mechanism only being possible for states
which lie sufficiently close in energy to the IP. The high-
lying Rydberg states appear in series which increase in
density as the IP is approached, forming a threshold.
Once a certain energy is reached, all nearby photon ener-
gies result in a consistent ion rate, resulting from directly
ionizing molecules from the excited states, which is inter-
preted as the IP.

The binned data was fitted using a Sigmoid function
given by the following:

Imax - B b
where I(E) is the energy-dependent 22RaF ion rate, B
is the background, I.x is the maximum ion rate, k is
the threshold width and Fj is the inflection point of the
curve.

The IP was taken as the point where the ion rate sat-
urates. As the fitted curve strictly only reaches I.x
at very large energies, the following procedure was un-
dertaken to determine the IP, which is schematically de-
picted in Fig. [3 The fitted Sigmoid function, I(E), was
plotted in addition to its associated uncertainty, shown
as the solid black line and gray band, respectively, in
Fig. Two constant ion rate limits corresponding to
Tmax + 1o were also plotted (horizontal dashed lines).

Two energies were determined; the first of which where
the +1o0 boundary of I(F) intersects I, — 1o and the
second where I(F) meets the same limit. These two en-
ergies are denoted by E; and E5 on the x-axis of Fig.
The TP was determined by adding the energy difference
Ey — E) to Ey. The systematic uncertainty, oy, result-
ing from the fitting and extraction procedure is taken as
half of the width of the ionization threshold, namely the
difference between the IP and the energy of the inflection
point, Fy, shown as a black circle in Fig.

Stray electric field impact: Electric fields present
during ionization are known to decrease the observed IP
according to A(IP) (cm™') = 6.12y/¢ where € is the elec-
tric field in V/cm [53] [54]. The laser excitation and ion-
ization process during both experiments predominately
took place in a shielded interaction region. Outside of
the shielded region are electrostatic elements held at
high voltage including the non-neutral beam deflector
(2000 V) on one side and the post-ionization deflection
plates (£2600 V) on the other.

To estimate the magnitude of any fields that leak into
the shielded region, SIMION [55] simulations were per-
formed and the quantity 6.124/€ was evaluated across
the central axis of the vacuum chambers, in addition to
8 equidistant lines that follow the surface of a cylinder
with a radius of 1 cm surrounding this. The simulated
central-axis values are shown in Fig. 4| as a black line.
From this, it is shown that the tail-end of the 22RaF*
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FIG. 4. A(IP) calculated as a function of distance from the
ion detector (black line). The horizontal dashed line corre-
sponds to the limit set at A(TP) = 0.1 cm™'. Time-of-flight
profile of 22RaF™ ions in the three-step scheme experiment
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bunches in each experiment were in a region with non-
negligible electric fields. Within the shielded region, the
simulated off-axis A(IP) values were in agreement with
the on-axis value. However, outside of this region, the
off-axis values varied significantly. As the exact beam
profile and propagation axis were not known during the
experiments, cutting the data with a conservative limit
of A(IP) (ecm ') > 0.1 was chosen in favor of applying
a energy correction as a function ??RaF* ion time of
flight. This gating procedure shifted the extracted IPs by
less than 1 meV and 1 meV, for the three-step and two-
step scheme, respectively. The statistical uncertainty for
the three-step scheme did not change but decreased from
3 meV to 2 meV for the two-step scheme, despite the
decreased statistics. The systematic uncertainty reduced
from 16 meV to 13 meV for the two-step scheme, remain-
ing unchanged for the three-step scheme.

C. Computational method details

The final calculated IP and D, of RaF are shown in
Table[lI] where the size of different contributions to the fi-
nal values is also presented. The zero-point energy (ZPE)
correction for RaF and RaF™ in the 2X+ and '3 states
was based on the calculated vibrational frequencies of
438 cm~! and 518 cm ™!, respectively.

The main sources of uncertainty in the calculations are
the incompleteness of the employed basis set, the approx-
imations in treating electron correlations and the missing
higher-order relativistic effects. These are assumed to be
largely independent of each other, and hence are investi-
gated separately.

TABLE II. Experimental and calculated IP of RaF.

Method IP (eV) Dec(eV)
CBS—DC-CCSq; 4.932 5.454
CBS-DC-CCSD(Tf*  4.983  5.547
+aug+ae.vs.cv 4.986 5.554
+AT 4.987 5.549
+Breit 4.985 5.547
+QED 4.978 5.556
Theoretical 4.978[6]  5.56[5]
Experimental 4.971(2)[14]

2 ZPE correction is included.

TABLE III. Summary of the main sources of uncertainty in
the calculated IP and D. of RaF.

Category Error source IP (meV) D. (meV)
Basis set Cardinality 2.6 50.1
Augmentation 0.5 3.3
Correlation Core electrons 2.6 4.9
Higher-order excitations 0.9 4.0
Relativity QED 4.2 5.7
Uncertainty: 6 51

Basis set - cardinality: The final results were ob-
tained through a complete basis-set limit (CBSL) extrap-
olation of the s-aug-cvnz basis sets following the H-CBSL
scheme [24] for the correlation contribution. While this is
a popular CBSL extrapolation approach, two additional
schemes were tested; the Martin (n + 4)™* scheme [56]
(M) and the scheme of Lesiuk and Jeziorski [57] (LJ).

The results obtained using the M and LJ schemes are
consistent to within 1 meV with respect to the H-CBSL
value, confirming the convergence of the calculated TP
with respect to the basis-set cardinality. The uncertainty
due to the incompleteness of the basis set is therefore
estimated to be half the difference between the H-CBSL
and s-aug-cv4z values.

Basis set - augmentation: The uncertainty due to
the possible insufficient number of diffuse functions is
evaluated as the difference between the results obtained
using the doubly augmented and the singly augmented
dyall.cv4z basis sets, see Table

Correlations - core: To account for the uncertainty
due to incomplete size of the active space and any short-
comings in the treatment of core correlations, half the
size of corrections applied in Tables

Correlations - Higher-order excitations: The
contributions of AT in Tables [l to estimate the uncer-
tainty due to the missing higher-order excitations.

Relativity - QED effects: Higher-order QED con-
tributions are assumed to be smaller than the calculated
Lamb shift which is given as an conservative uncertainty
estimate [35].

The magnitude of the various effects contributing to
the total uncertainty on the calculated IP and D, is given
in Tables The dissociation energy is determined by
the strength of the bonding, which is more sensitive to
the basis set quality than the ionization potential, lead-
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ing to a higher uncertainty. The total uncertainty is ob- tained by taking the Euclidean norm of the individual
uncertainties, as these are assumed to be independent.



4.5 Experimental Setup

Given the challenges in studying radioactive molecules, the experiments described in
this section were performed at the radioactive ion beam facility ISOLDE at CERN. A de-
scription of the facility as a whole can be found in Refs. [49, 182]. Our experiments were
performed as part of the Collinear Resonance lonization Spectroscopy (CRIS) experiment
within ISOLDE [51, 183-187|. The experimental setup used is described in great detail in
Articles 1, 2, 3 and 4, as well as in Refs. [51, 183-187] . This section presents a description
of the CRIS technique and why it is able to fulfill the main requirements needed for the
study of radioactive molecules, i.e., high sensitivity and selectivity while allowing for enough
spectroscopic resolution to facilitate the observation of various nuclear effects that, to our
knowledge, have not been observed before in a molecule.

4.5.1 Collinear Resonance Ionization Spectroscopy (CRIS) Method

For this experiment, several pulsed lasers were sent collinearly along the direction of
propagation of the molecular beam, which was previously bunched and accelerated to ~ 40
keV (Articles 1 and 4) or ~ 30 keV (Articles 2, 3 and 4). For our experiments, we used two
or three lasers to perform the spectroscopy. Usually (Articles 1, 2 and 3), the first one is
used to drive the transition of interest, (although in Article 4 it was the last laser, as further
discussed separately below). In our case, this is usually between vibrational, rotational, and
hyperfine levels, between the ground (X2X%) and first excited (AII;),) electronic levels.
This first step laser is scanned over various ranges in frequency space, allowing us to record
the molecular spectrum as shown, for example, in Fig. 1 of Article 1, Fig. 2 of Article
2, or Fig. 3 of Article 3. After this first resonant excitation step, we can either use a
high-power laser to non-resonantly ionize the molecule (Article 1), such that the ionization
happens only if the first step transition was successful, or have a second laser, usually of fixed
frequency, drive resonantly a second transition in the molecule to another excited electronic
level (Articles 2 and 3), from which a third laser ionizes the molecule only if these two first
steps were resonant. In either case, if the first laser was resonant with a transition in the
molecule, we would end up with an ion.

Radioactive molecules can only be produced in small numbers, with yields of less
than 107 molecules per second. Only a small fraction of these molecules populate a given
rotational level, leading to rates as low as 50 molecules per second in a specific quantum
state [53, 54]. Therefore, detecting ions is a clear advantage compared to detecting photons
(e.g., resulting from decays from the excited A®II;; electronic level). On the one hand, ions
can be easily guided towards the detector using simple electrostatic fields with almost 100%
efficiency. At the same time, the detection efficiency of the ion detectors can be more than
90%, much higher than most photon detectors [51-54, 183-187|. Finally, the background
rate is significantly reduced when detecting ions, without major technical complications,
while reducing the background from photon scattering can be challenging [51-54, 183-187].
As we want to detect, ideally, every single molecule produced upon resonant interaction with
the lasers and with the lowest possible background, detecting ions rather than photons is
clearly a better option for our experiment.

While using two lasers is, in principle, enough to observe transitions in RaF, using
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a three-step scheme provides a significantly better signal-to-background ratio, as shown in
Articles 2 and 3 [53, 54]. On the one hand, each resonant laser significantly enhances the
selectivity of the species of interest, which is very important when trying to detect single
molecules among a large background of contaminants [188]. At the same time, using three
lasers allows us to use a longer wavelength for the non-resonant ionization step, compared to
the 2-step scheme, which further suppresses the background by reducing the rate of ionization
events from levels other than the one of interest. In our experiment, we saw an increase in
the signal-to-noise ratio of one order of magnitude when going from a 2-level scheme (Article
1) [52] to a 3-level scheme (Articles 2 and 3) [53, 54|, and it was only with the 3 level scheme
that the results in Articles 2 and 3 were possible.

The RaF molecules, before reaching the interaction region, are cooled to 7" ~ 500 K.
At this temperature, the Doppler broadening in the frame of the molecular bunch, for a
Maxwell-Boltzmann distribution at temperature T, is A f ~ 400 MHz, using the formula:

8kT In 2
) f07
mc

Af = (4.2)

where fj is the rest frame transition frequency, k is the Boltzmann constant, c is the speed of
light, and m is the mass of the molecule. This width would greatly complicate the observation
of the rotational and hyperfine spectra. However, given that our molecules travel with high
energies, the effective Doppler width in the lab frame is significantly reduced. This is because,
during acceleration, the energy spread of the molecular bunch, AFE, stays constant. If we
write the energy of the beam as E = mv?/2 (at our energies, we are in the non-relativistic
regime), the spread in energy can be related to the spread in velocity, Awv, as:

AFE
omE

This shows that, upon increasing the energy, the velocity spread, which depends on the
temperature in the rest frame of the bunch and thus sets the Doppler linewidth, decreases
as 1/v/E. At our energies, the effective Doppler linewidth is reduced by 2 — 3 orders of mag-
nitude compared to a stationary beam [15, 189, 190]. Note that our effective linewidth was,
in the end, 100 — 150 MHz [53, 54|, which was a combination of the residual Doppler broad-
ening, natural linewidth of the electronic transition, laser linewidth and power broadening,
with the latter one being the dominant effect [53, 54]. While this resolution was enough to
obtain the results presented herein, it can be improved by a factor of 3 or better.

AE =mvAv = Av =

(4.3)

4.6 Data Analysis

4.6.1 Processing the Raw Data

The data was taken in chunks, which will be called "scans" moving forward, of about
30—60 mins each. During each scan, the frequency of the spectroscopy laser, which is usually
the first step, was scanned, and the number of resulting counts was recorded. For each scan,
several pieces of information were recorded, together with their timestamp: the number
of events in each bunch, the spectroscopy/first step laser wavenumber and the reference
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transition wavenumber, which corresponds to the 52S; 2, F= 2 —>52P3/27 F= 3 transition
in 8Rb. The acceleration voltage of the molecular bunch, which could drift over time,
was also recorded. The bunching rate was higher than the rate at which the other three
parameters were recorded, thus, for many bunches, there were no associated wavenumber,
reference wavenumber or voltage measured. In such cases, for each missing parameter, a
linear interpolation as a function of time was performed between the previous and next
recorded value of the given parameter. Then, for each bunch recorded in between these two
values, we associated the corresponding value of the given parameter obtained from a linear
interpolation. Thus, in the end, for each bunch, we had the number of measured events, the
associated spectroscopic frequency, the reference frequency, and the acceleration voltage.
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Figure 4.1: a) Example of the measured reference frequency as a function of time for a well-
behaved scan. b) Example of the measured reference frequency as a function of time for a
discarded scan (notice the sudden jump around 400 s). The literature value of the reference
frequency was subtracted from the measured value.

Before proceeding with the analysis, we investigated, for each scan, the behavior of
the three parameters mentioned above as a function of time. While a smooth variation is
expected, any sudden, large change indicates something went wrong with that scan. In most
cases like this, performing the needed corrections, as described below, was not possible, and
therefore, such scans were discarded from the analysis. As an example, in Fig. 4.1 a) we
show the reference frequency as a function of time for a well-behaved scan, while in Fig. 4.1
b) we show a situation in which a sudden, unphysical jump in the reference frequency value
happened. This latter scan was discarded from the analysis. The next step was, for each
measured bunch, to perform a correction to the measured first step laser wavenumber, 7,),,
based on the measured Rb reference transition, 75> and its literature value, 7. The used
correction was obtained following the relation:

P = O — (01— ), (4.4)
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which is used to calibrate the absolute value of the laser frequency, with a resolution of 2
MHz given by the used wavemeter, WSU-2, HighFinesse. Next, the adjusted frequency was
Doppler corrected to the molecule’s rest frame, based on the measured acceleration voltage,
V', using:

1—v/c
p =1 4.5
S (45)
with
2Ve
— /= 4.6
=2 (16)

where e is the electron charge and m is the molecule’s mass.

Finally, the data was binned using fixed-sized bins. Different sizes between 0.5 and
5 GHz, for Article 1 [52], and between 10 and 30 MHz, for Article 2 and 3 [53, 54| were
used, without a significant change in the final result of the analysis for different binnings.
For each wavenumber bin, the total number of counts, NV, and the total measurement time,
T, were recorded. The associated rate was calculated as N/T, while the uncertainty on
the rate was v/N/T. The central value of the wavenumber associated with that bin was the
time-weighted average of all the measured wavenumbers within that bin. In the end, for each
scan, a file was saved containing three columns corresponding to the first step wavenumber,
the measured rate, and the associated uncertainty on the rate. Using such a file, spectra
like the ones shown in Fig. 1 of Article 1, Fig. 2 of Article 2, and Fig. 3 of Article 3 were
obtained.

The next step was fitting such spectra with the appropriate function and the extraction
of the peak locations from each spectra together with their associated statistical uncertainty:.
While up to this point, the same steps were taken in the analysis for Articles 1, 2, and
3, given their vastly different resolutions, the following steps were different between the
analysis performed in Article 1 and the one performed for Articles 2 and 3. We will treat
them separately below. Article 4 will be discussed afterwards.

4.6.2 Analysis of the X?X" «+ A%l , Vibrational Transitions Data,
for 223-22628R o F

For Article 1 [52], we show examples of the measured spectra, together with the fit to
the data in Fig. 1 a) of that Article. Given the shape of the peaks, we decided to fit the
data using a constant background plus four skewed Voigt profiles, defined as [191]:

flx; A, p,0,7,8) = Voigt(x; A, p, 0,7) {1 + erf [S(Z\;;)} } , (4.7)

where Voigt() is the usual Voigt function, erf() is the error function, A and p are the ampli-
tude and central value of the skewed Voigt profiles, o and ~ are the standard deviation and
width of the Gaussian and Lorentzian components of the profile, respectively and s quanti-
fies the skewing of the profile. The fit was performed using the publicly available package
LMFIT: Non-Linear Least-Squares Minimization and Curve-Fitting for Python [191].
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Figure 4.2: Simulated spectrum in PGOPHER, showing the rate in arbitrary units (a.u.) vs

wavenumber in cm ™! for the 0 < 0 transitions in ?26RaF, for a transition linewidth of 150
MHz (red) and 5 GHz (blue).
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Figure 4.3: Example of a measured spectrum for the 0 «— 0 (peak on the right) and 1 + 1
(peak on the left) vibrational transitions in **RaF (red data points), together with the
obtained fit to the data (blue). The green lines mark the location of the p parameter

obtained from the fit (see Eq. 4.7), while in black, we show the location of T} — % for each
of the two peaks (see main text for details).
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At this point, it is worth explaining the apparently counter-intuitive shape of the
observed transitions. The shape is related to the fact that, due to the effective linewidth of
the first step laser used for this experiment (~ 5 GHz) being much larger than the distance
between consecutive rotational and hyperfine transitions (on the order of 100 MHz, as shown
in Fig. 2 of Article 2 and Fig. 3 of Article 3), all that could be observed was an envelope
over all these transitions, instead of the individual rotational and hyperfine transitions. In
addition, in this region in wavenumber space, to a good degree of approximation given our
resolution, the energy of rotational levels is a second-order degree polynomial in J. In this
case, J is taken to be the rotational quantum number of the ground electronic state. Thus,
the monotonicity of energy as a function of J changes at a given value of .J, mainly controlled
by the difference between the rotational constants in the excited and ground electronic state,
B’ — B” (see Eq. 4.12 and 4.13). For RaF, this point is around J & 7.5, and it is at this
point where the sudden drop in counts vs. wavenumber happens in Fig. 1 a) of Article 1 (on
the right side of the measured peaks). This effect is better shown in Fig. 4.2, for simulated
data using the publicly available software PGOPHER, for the case of the 0 < 0 vibrational
transition in 2?°RaF, as well as in Fig. 1 d) of Article 2 for actually measured data. In Fig.
4.2, the blue line is the result of a simulated spectrum assuming a linewidth of the transitions
of 5 GHz (similar to the resolution in Article 1), while in red, we show the same spectrum
for a linewidth of 150 MHz, similar to the resolution in Articles 2 and 3.

The main challenge in the subsequent part of the analysis was to assign, to each
measured peak in each isotope, a value for the vibrational transition frequency and an
associated uncertainty. The most straightforward way to do so was to use the obtained u
parameter from the skewed Voigt profile fit (see Eq. 4.7). However, this value is not well-
motivated from a physical point of view, as it doesn’t correspond to the real value of the
vibrational transition, defined as Ty — ATH (see Eq. 4.12 and 4.13 below). But at the point
this analysis was performed, the data in Articles 2 and 3 had not been measured yet, thus
the "true" value of the transition was not known. We show in Fig. 4.3 the fit to the data
corresponding to the 0 <— 0 and 1 < 1 vibrational transitions in ?26RaF using a skewed
Voigt profile, marking in green the value of the obtained p parameter, and in black the value
of Ty — % (see Eq. 4.13 for the definitions of the Ty and Ay parameters) obtained from
Article 2 [53]. Tt can be seen that they are very different (a few GHz apart, depending on the
transition). Fortunately, this difference doesn’t change much from one isotopologue to the
other, and given that we are interested in differences in the transition frequencies between
isotopologues and not in absolute transition values, this didn’t represent a major issue, as
described below. Moreover, as seen in Fig. 4.3, the location of Ty — A—QH is close to the
location where the skewed Voigt profile reaches its maximum value. We were able to infer
this even before the analysis performed in Articles 2 and 3, based on simulating the spectra
of RaF using theoretically predicted rotational constants [192-195]. In the end, in order to
extract the isotope shifts reported in TABLE I in Article 1, we used, for the central value,
the differences between the fitted p values for each pair of isotopologues and each transition.
For the uncertainty, we proceeded as follows. For each calculated isotope shift, we combined
in quadrature the uncertainty on the transition of the reference isotopologue, associated with
the 22°RaF isotopologue, and the one from the isotopologue under consideration and denoted
it as errorl. We also computed the difference in the obtained isotope shift when using the
i value, and when using the difference in the maximum value of the skewed Voigt profile,
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denoted as error2. In the end, we used as the error on the isotope shift the maximum value
between errorl and error2. The obtained central values and associated uncertainties for the
measured isotope shifts are reported in TABLE I of Article 1 [52].

4.6.3 Analysis of the X*Y" « A°ll;» Rotational and Hyperfine
Transitions Measurements for 2?>220RaF

This section discusses the statistical analysis performed for Articles 2 and 3 [53, 54].
For each scan, the obtained spectrum was fit using a linear function plus several pseudo-Voigt
functions, defined as:

el==m22at] 4 .
V2o, T (x — p)?2 + o2’
where A is an overall normalization constant, i is the center of the peak, oy is the standard
deviation of the Gaussian component, and oy is half of the full width at half maximum
(FWHM) of the Lorentzian component of the pseudo-Voigt function while « is the relative
weight of the Lorentzian component versus the Gaussian one. The number of such functions
was chosen for each spectrum based on the reduced y? of the fit. The fit was performed
using LMFIT [191] in Python. Using this approach, all the measured spectra were fit and
the associated central peak values and statistical uncertainties were extracted. Examples
of recorded spectra, together with the obtained fit, are shown in Fig. 4.4. The statistical
uncertainty on the obtained peaks varied for different scans between 3 MHz and 15 MHz.
At this point, it is worth reiterating that the first goal of the analysis in Articles 2 and
3 was to extract the parameters of the rotational and hyperfine Hamiltonian, which will be
discussed in more detail below (as well as in the Supplemental Materials of Articles 2 and
3). Before doing this, however, we also had to consider systematic uncertainties that can
affect the value of the extracted peaks locations. Such uncertainties will be discussed next.
While there were no electrostatic elements in the interaction region, stray electric
fields coming from the electrostatic benders located right after the neutralization cell, used
to remove the non-neutralized molecules, and right after the interaction region, used to guide
the ionized molecules towards the MagneTOF detector (from ETP Ion Detect, model 14925),
can still reach the interaction region. Hence, the effect of these electric fields on the energy
levels of the molecule needs to be taken into account. To estimate this, the electric fields
in the interaction region, given our experimental setup, were simulated in SIMION 8.1. In
order to map the electric field felt by the molecules traveling in this region, we generated
neutral particles at different radial distances, between 0 and 15 mm away from the beamline
axis, and let them propagate in the interaction region, recording the three components of the
electric field at each step, every 0.25 mm. An example of electric field vs. distance for the
three electric field components is shown in Fig. 4.5, for a particle located 1 mm away from
the beamline axis. Note that only molecules ionized in this region along the z-axis were used
for the analysis. Similar values of the clectric field as a function of distance are obtained
for particles produced at the other radii investigated. It can be seen that the maximum
electric field felt by a molecule in this region is < 107 V/cm (Fig. 4.5 a)), while most of
the molecules, especially at the center of the interaction region, felt a significantly smaller

flz; Aypyo,a) = (1 —a)A (4.8)
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Figure 4.4: Example of measured spectra obtained after data processing (red), together with
the obtained fit (blue). For the case where more than one pseudo-Voigt function was used
for the fit, each individual fitted function is also shown (green dashed line).
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electric field (Fig. 4.5 b)). In this latter region, we expect the electric field to be higher
than in these simulations due to other effects not accounted for, such as patch potentials
formed on the beamline walls, but these are still expected to be below < 1073 V/cm. Taking
this conservative value of 1073 V/cm as the electric field felt by the molecules, its effect on
the energy levels can be estimated, and it is on the order of ~ %, where d is the dipole
moment of the molecule in the electronic ground state, and AFE. is the energy difference
between states of opposite parity in the molecule. Given that for RaF AF, > 10 GHz, and
taking d = —3.914 D [195], we get that the effect due to stray electric field is < 1 MHz and
thus negligible for our analysis. A similar value is obtained for the excited electronic state.

For the uncertainty in the extracted transition frequencies due to stray magnetic fields,
we assumed a conservative value of such magnetic fields of B = 1 G. The main contributions
to such shifts come from the unpaired electron’s interaction with these fields, given by the
Hamiltonian:

Hp=—gipupB -8, (4.9)

where pp is the Bohr magneton, g, ~ —2 [195] is related to the electron g-factor, and S is
the electron spin. This leads to a shift of the measured energy levels in the ground electronic
state of < 1.5 MHz. A much smaller value is expected from the excited electronic level.

A third systematic uncertainty comes from the uncertainty in the acceleration voltage,
which in our case is AV = 1V [51, 53, 54]. Using this, together with Eq. 4.5 and 4.6, as well
as the measured value of the acceleration voltage, we obtain an associated uncertainty in the
measured transition frequencies of 3—4 MHz. The uncertainty due to the wavemeter reading
of the Rb reference frequency is assumed to be given by the uncertainty of the wavemeter,
2 MHz.

Finally, the last systematic uncertainty considered is due to AC Stark shifts produced
by the lasers used in our experiment. The second and third-step lasers are delayed relative
to the first-step laser, usually by ~ 50 ns. The exact delay was optimized online for different
regions on the measured spectrum. However, the tail of their pulses, assumed to be Gaussian,
can still have an overlap with the first step laser pulse, and thus it can lecad to a shift
of the measured energy levels. To estimate this effect, the temporal full width at half
maximum (FWHM) of the first, second, and third laser were estimated, based on photo-
diode measurements, to be 50, 10, and 50 ns, respectively. The delay between the first step
laser and the other two was 50 ns. Further delaying the third step laser by 10 — 20 ns didn’t
change the results significantly. The powers of the three lasers were 2 pJ, 100 pJ and 40 mJ,
respectively. The power of the first step laser was changed during the experiment, depending
on the measured region in the molecular spectrum, but that didn’t lead to significant changes
in the estimated AC Stark shift effects.

The effect of the second-step laser (a similar approach was performed for the third-
step laser) on the energy levels of interest in X2X+ and A?I; /2 electronic manifolds was
estimated as follows. For a given molecule, ignoring the molecule motion with respect to
the laser pulses, we defined t = 0 as the time when the center of the first step laser overlaps
with the molecule. We divided a time interval between —100 ns and 100 ns in steps of 0.1
ns. The actual interval length is negligible as long as it is longer than the temporal FWHM
of the first-step laser. Similarly, the step size did not modify the results as long as it was
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significantly smaller than the interval length. Then, at each time step, we computed the
electric field experienced by the molecule due to the first-step and second-step lasers. As
we knew the laser power at the location of the molecule (P,,), as well as the diameter of
the laser beam (A), we obtained the magnitude of the electric field of each laser using the
relation [196]:

Eo |24 (4.10)
C€o

where c is the speed of light, and ¢ is the electric permittivity of the vacuum. For the second
step laser, given its FWHM in frequency space of ~ 10 GHz, we divided an interval of —20
GHz to +20 GHz around the central value of the second step laser, in intervals of 100 MHz,
and computed the electric field experienced by the molecule for each interval. Thus, for
any energy level in the molecule, with an energy below 30,000 cm™" [197], connected by an
electric dipole transition to the level we want to compute the AC Stark shift for, we were able
to estimate a Rabi frequency. Depending on the nature of the electronic level, the transition
dipole moment used in the Rabi frequency calculation was estimated from Ref. [198]. Then,
for a fixed time bin, ¢, the AC Stark shift, dv, of the level of interest was calculated using:

v — Vg \/Qgt =) |y =y
dv zf: — 5 5 : (4.11)
where v is the second step laser central frequency, 1y is the transition frequency between the
levels under consideration [197] and Qg’t is the second step Rabi frequency for the time bin
t and frequency bin f. Using this, a Lorentzian lineshape was generated, with the central
value of dv, and amplitude proportional to the square of the Rabi frequency of the first
step laser. The transition linewidth was assumed to be similar to the one in the measured
spectrum, ~ 100 MHz. The above steps were repeated for all time bins, and after each
computation, the newly calculated Lorentzian lineshape was added to the previous one. In
the end, the peak location of the resulted function was compared to the location of the peak
in the absence of any AC Stark shift, and the difference between the two was used as a
conservative estimate of the AC Stark shift due to the second step laser. The same was
done for the third step laser, and the resulting AC Stark shift was added to the previously
obtained one. The combined effect of the two lasers leads to a systematic uncertainty on the
location of the measured transitions of 15 — 20 MHz.

In the end, by combining all the systematic uncertainties considered above, we ended
up with a total, conservative systematic uncertainty of 30 MHz. This value was assumed to
be the same for all measured transitions.

4.6.4 Extraction of Rotational and Hyperfine Hamiltonian Param-
eters in ?*?2RaF

Now that we have the central values, statistical and systematic uncertainties for all
measured transitions, the next step was to use these values to extract the parameters of the
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rotational and hyperfine Hamiltonians for the ground, X2X* and excited, A?II; /2 electronic
levels. These Hamiltonians for the ground electronic level, X2¥*, are given by:

HZ — B//_D//N2 N2_|_ N-S
P " (// " ) ! <412)
thperfine =b1-S+c¢ IzSza
while for the excited state, A’II; /5, we have:
A 1 . 4
HT = Ty — 7“ +(B' = D'N?) N2 — i {p+ppN? N, S e+ NS %%}
(4.13)

1 A A
I —21 24
thperfine - §d (6 ¢I+S+ +e ¢I_S_) s

where B’ and B” are the rotational constants, D’ and D" centrifugal distortion constants,
v is the spin-rotational parameter, p is the A-doubling parameter, and pp is its centrifugal
correction. Ti is the distance between the X2X+ and A%l /2 electronic levels, measured from
the origin of the corresponding vibrational level under consideration. Ay is the spin-orbit
constant, and b”, ¢, and d are hyperfine structure constants due to the ***Ra nucleus [53,
54]. N, S and I are operators associated to the molecular rotation, electron spin, and nuclear
spin. O, , O_, and O, are the raising, lowering, and z component associated to operator O,
{0,Q} = 0Q + QO for any two operators O and @, and ¢ is the electron orbital azimuthal
angle [53, 54].

The molecular parameters appear in the form presented above in the Hamiltonian used
by PHOPHER [65]. However, for the hyperfine structure parameters, it is useful to use a
slightly different parameterization, which facilitates the comparison of the obtained values
with the theoretical calculations. Therefore, for the ground electronic state we will use the
parameters A = b" and A = b"4¢”, while for the excited electronic state we define A, = d.
It is worth mentioning that we should also have an A in the AL /2 state. However, the
effect of this state is about 2J + 1 smaller than the one due to the A, term, for a given
rotational level J [199]. Given the resolution of our measurements, and the fact that the
levels we measured for **RaF were around J > 15 — 20, the contribution due to A4j was
negligible. When we included it in the analysis, the values obtained were consistent with
zero, therefore we decided to set it to zero from the beginning and remove it from the fitted
hyperfine Hamiltonian. In addition, given that we didn’t measure transitions to the A*II3,
state, we could not constrain both 71 and Ay simultaneously. Therefore, for the analysis, Ay
was always kept constant to its previously measured value Ay = 2067.6 cm™! [51]. Varying
its fixed value over 30 around its central value didn’t significantly change the obtained
Hamiltonian parameters upon fitting.

For the analysis performed in Article 2 [53], for the 0 < 0 transition of *RaF, the
extraction of the above-mentioned molecular parameters was performed using the publicly
available software PGOPHER [65]. Using this software, for user-specified values of the
parameters of the molecular Hamiltonian, nuclear spin, and type of electronic levels (X235
and A%II, /2 in our case), the expected spectra associated with transitions between the spin-
rotational /hyperfine levels of the two electronic levels are displayed (e.g., Fig 2 in Article
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2 and Fig. 3 in Article 3). In order to extract the molecular parameters, for a given line
predicted in the PGOPHER spectrum, we associate the corresponding measured line (not
all the predicted lines were measured). However, in the beginning, when the unknown
molecular parameters used for the simulation were far from their true values, the simulated
and measured spectra were very different, making the lines assignment virtually impossible.
To simplify this task, previously theoretically predicted values of these parameters, as well
as useful, approximate relationships between them, were used [31, 192-195], such that the
initial simulated spectrum was more similar to the measured ones. This step is described in
great detail in Articles 2 and 3 [53, 54]. After this, we were left with only two free parameters,
B" and T and we started the fitting procedure by assigning isolated lines, such as those on
the left and right of the spectrum in Fig. 2 of Article 2, where there was little ambiguity
about the one-to-one correspondence between the location of the measured and simulated
lines. After this initial fit and subsequent update of the free parameters, the simulated
spectrum became even more similar to the measured one. Then, more lines were assigned
for the fit, especially in the band-head, corresponding to the peaks located slightly higher
than 0.00 cm™! in Fig. 2 of Article 2, and more of the previously constrained parameters
were allowed to vary. This process was repeated until all the measured lines were assigned
to a corresponding line in the simulated spectrum, and all molecular parameters were free
to vary.

Up to this point, we only used the central value of the measured transitions. The
next step was to use the associated uncertainty for each line. By using the command line
version of the PGOPHER software [65] using a custom-made Python function, we proceeded
as follows. For each measured line, we sampled a value of the associated wavenumber from a
Gaussian with mean given by the central value of that line and standard deviation given by its
statistical uncertainty. Subsequently, we repeated these steps for the systematic uncertainty.
With these newly generated values for the measured lines, and the previously obtained
assignment for the PGOPHER simulated spectrum, we performed a fit, obtaining a set of
rotational and hyperfine parameters. This was repeated 1000 times, and examples of the
obtained values for the rotational parameters of 22RaF are shown in Fig 4.6. The figure
shows only the first 300 obtained values for each parameter, for clarity. Using these results,
the central value of each parameter was calculated as the mean of all the 1000 values obtained,
weighted by their variance, while the associated statistical uncertainty was calculated as the
standard deviation of the 1000 values. The exact same steps were used for estimating the
systematic uncertainties, but for each measured transition, we used the previously calculated
systematic uncertainty instead of its statistical one. In the end, the obtained values for the
parameters of the rotational Hamiltonians of ??°RaF are shown in TABLE I of Article 2
[53]. For the 1 < 1 transition in ***RaF, a similar procedure to the one described above was
followed, with the only difference being that the initial values of the rotational parameters
before the fit, were set to the final values obtained for the 0 <— 0 rotational spectrum.

The same steps as above were also followed for the analysis performed on the ?*’RaF,
with the addition of the parameters associated with the hyperfine Hamiltonian, see Eq. 4.12
and 4.13. The only difference was that in this case, for the initial line assignment, the
values of v, D,, D, and pp were kept constant at the values obtained in *RaF, scaled by

H225 with fiz0 (205) being the reduced mass of 2RaF (**RaF). Once the measured and

134



simulated spectrum were matched, the next step was also similar to the one performed in
the case of the ??RaF analysis, only that this time, besides sampling the line positions for
each fit, we also sampled the values of the ~, D,, D. and pp from a Gaussian with mean
and standard deviation given by the central value and associated uncertainty obtained for

226RaF (scaled by Zi—ii) Examples of the obtained parameters (for the parameters allowed

to vary) are shown in Fig. 4.7 (only including the statistical uncertainty), with the final
values and associated uncertainties obtained as in the case of 22RaF, shown in TABLE I of
Article 3 [54].

4.6.5 Analysis of the ?>RaF Ionization Potential Data,

For Article 4, the initial processing of the raw data was similar to the one described
above, except that it was the frequency of the last laser (and not the first one) that was
scanned. It should be mentioned that, given that we were interested in the IP of RaF and
thus the total laser energy needed to ionize the molecule, the Doppler correction to the
molecular rest frame (Eq. 4.5 and 4.6) was performed after adding together the frequencies
of all the lasers used. For each bin in wavenumber space, data was taken both with all
lasers present and only with the ionization laser present, and then the rate in the former
case was subtracted from the latter to remove any non-resonant background. Then, the
obtained value for each wavenumber was normalized using the measured laser power. In the
end, the spectra shown in Fig. 1 b) and ¢) of Article 4 were obtained, which show the clear
shift from the region where the total laser energy was below the IP (on the left) to when
it was above the IP (on the right). From this, the IP of RaF was extracted. The exact
extraction procedure and further analysis details are described in great detail in Article 4
and its associated Supplemental Materials.

4.7 Results and Discussion

The results obtained from the RaF experimental campaign and the performed analysis
presented above are described in detail in Articles 1, 2, 3 and 4. Here, I will briefly reiter-
ate these results and their importance for future experiments aiming to study fundamental
physics using RaF and other radioactive molecules.

4.7.1 Observation of the Nuclear Size Effect in a Radioactive Molecule

In Article 1 [52], we were able to observe, the effect of the nuclear size, parameterized
using the nuclear mean-square charge radius, (r?), on the molecular energy levels. This is, to
our knowledge, the first time that such effects are observed in a radioactive molecule. These
results represented the first experimental proof of the high sensitivity of the RaF molecule
to small nuclear effects, showing that by simply adding/removing a neutron to/from the Ra
nucleus, the change of the nuclear size can shift the whole electronic spectrum of the molecule
by as much as 2 — 3 GHz. At the same time, it proved that our technique could be used to
study very short-lived molecules, with a lifetime below 4 days (***RaF), without any inherent
limitation to further extend it to even shorter-lived species. Thus, our approach has the
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potential to allow the exploration of a wide range of molecules, especially those containing
nuclei in the actinide region, of interest for nuclear structure and studies of fundamental
symmetries, but currently poorly known experimentally [47, 200-203].

Our result also provided a stringent test of molecular theory calculations applied to
radioactive molecules. As described at length in Article 1 [52], from the slope of the mea-
sured isotope shift, 7, versus the change in the nuclear charge radius, § (r?), we can extract
the electron density inside the Ra nucleus, more specifically the difference in density be-
tween the excited A*Il;/, and ground X?YT electronic state, A (ﬁf)n_z. By comparing
this experimentally obtained quantity with its theoretically predicted value, we were able to
benchmark the molecular calculations at the 10% level, exhibiting an excellent agreement
with the experiment. These results were very encouraging, proving that molecular theory
can provide an accurate description of the electron density around and inside the Ra nu-
cleus. This was exciting, given that, for many of the new physics and symmetry violation
effects we are interested in measuring using RaF, the effect depends almost entirely on the
behavior of the electron in inside the Ra nucleus, and our results confirm that we can rely on
quantum chemistry calculations to extract the fundamental physics of interest from future
measurements.

4.7.2 Laser Cooling Scheme of RaF Towards Future Precision Mea-
surements

In Article 2 [53], we fully characterized the rotational Hamiltonian for the ground
(X?27") and excited (A%II;)5) electronic manifolds of ??RaF. This allowed us to clearly
identify the spin-rotational energy levels (N < 2) that can be used for future fundamen-
tal physics measurements (e.g., electron electric dipole moment), while also facilitating the
characterization of the spin-rotational and hyperfine Hamiltonian of ?>°RaF. As described in
Article 2 and shown in Fig. 4 of the same Article, the ability to change the frequency of the
second step laser allowed us to see these levels of interest individually and not just infer their
location in frequency space from the fitted Hamiltonian, giving us further confidence about
our understanding of the rotational structure of this molecule. This was achieved by placing
the second step laser in such a way that only a given range of J-values were excited from
the A’Il; /5 electronic level (see Fig. 8 of Article 2). Thus, even if the first laser excited a
wide range of rotational states, those with high J greatly dominating in intensity compared
to the low-J ones at our temperature (1" ~ 500 K), if the second step laser acted only on
the low J states of A%, it was only those who ended up being ionized and thus appeared
in the measured spectrum. This led to spectra like the one shown in Fig. 4 top of Article
2, despite a more congested spectrum being expected without the second step J-selectivity
(Fig. 4 bottom in Article 2).

The extraction of the rotational Hamiltonian also allowed us to propose and quantify a
laser cooling scheme for the first time in a radioactive molecule, shown in Fig. 3 of Article 2.
This is a significant step towards performing future precision measurements in this molecule,
facilitating the slowing down of the molecular beam and its subsequent trapping, which is
suitable for long coherence times and, thus, high spectroscopic resolution. The energy levels
in Fig. 3 of Article 2 were obtained from the fitted rotational Hamiltonian (and can also be

137



seen in Fig. 4 a) of Article 2). In this work, we also showed that RaF is the most suitable
molecule for laser cooling studied to date in terms of its Franck-Condon factors (see Chapter
2). These quantify the probability of a molecule decaying back to the same vibrational
level it was excited from and represent one of the main factors that dictate the number of
lasers needed to scatter a certain number of photons before the molecule ends up in a dark
state [53]. From Fig. 3 of Article 2 it can be seen that even with only two lasers we can
scatter more than 10° photons in ??RaF. These factors were calculated by assuming that
the Born-Oppenheimer (BO) electronic potential of the ground and excited electronic states
can be described as a Morse potential, using the obtained rotational parameters and the
previously measured vibrational constant and dissociation energy [51]|. Using Mathematica,
the eigenstate of these potentials, i.e., vibrational levels, v, of the electronic level in the BO
approximation, ¥¢ and ¢ were calculated and the Franck Condon factors f,/,~» defined as
(s |2

Finally, it should be mentioned that the methods used in this experiment are quite gen-
eral and can be extended to performing spectroscopic studies on other radioactive molecules
of interest. Many other such molecules are expected to be highly sensitive to symmetry
violations effects, such as RaO [200], RaOH [204], RaH [205], PaF3* [206], AcOHT [207] or
RaOCHY [181, 208|, while others are of importance for astrophysics, in the quest for better
understanding astrochemistry and stellar nucleosynthesis, such as 32SiO [209, 210], 26AIF
[211] or 2°Al0 [212]. However, for all these molecules, the rotational and hyperfine levels
structure is currently completely unknown experimentally. Therefore, our method could rep-
resent a way to allow the detailed study of all these radioactive molecules. This opportunity
is even more exciting in the context of various radioactive beam facilities worldwide actively
working on producing radioactive molecules for fundamental physics studies [48-50).

4.7.3 First Observation of the Distribution of Nuclear Magnetiza-
tion Effect in a Molecule

In Article 3 [54], the rotational and hyperfine structure of the ground (X?¥7) and
excited (A%ILy9) electronic levels of **’RaF were fully characterized. This molecule is a
main candidate for future searches of symmetry violations at the nuclear level, and our
characterization of the low-lying rotational and hyperfine states represents the first step
toward building a concrete measurement scheme for such searches.

The observation of the hyperfine structure allowed us to measure nuclear spin-dependent
phenomena, to our knowledge never observed before in a molecule: the effect of the distribu-
tion of the nuclear magnetization (inside the ?*Ra nucleus in our case) on the energy levels
of the molecule. Unlike the common textbook picture of the nuclear dipole moment being a
point-like effect, i.e., a compass needle pointing in space, in practice, the intricate motion of
nucleons leads to a non-uniform distribution of the nuclear magnetization inside the nucleus
[213]. When the electron enters the nucleus, it is able to sample these different regions with
different magnetizations, and the resulting hyperfine splitting in the molecule can reflect this
effect [104]. However, the effect can only be observed if the experimental measurement has
a high enough resolution to allow its observation and if the electronic structure theoreti-
cal calculations needed to extract the effect from the measurement have a precision better
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than the relative contribution of this effect to the total hyperfine structure splitting. With
a relative experimental uncertainty of 0.1%, on the extracted magnetic dipole moment of
225Ra [54], and a corresponding 1% relative theoretical uncertainty [54, 104], both of these
conditions were fulfilled in Article 3. This was facilitated by the very large effect displayed
by the ?»Ra nucleus, showcasing a distribution of the nuclear magnetization effect which
represents 4% of the total hyperfine structure splitting [54, 104]. The extraction of this
effect from the measurement, as well as the formalism used to do so, are described in great
detail in Article 3 (as well as the SM of the same article) and Ref. [104]. The difference
between the obtained dipole moment ?**Ra while accounting for the distribution of the nu-
clear magnetization and the same effect while treating the 2°Ra nucleus as a point dipole
was extracted with 25% relative uncertainty (see Fig. 2 of Article 3). With an improvement
of the electronic structure calculations by a factor of 2 — 3, which is expected in the near
future [104], our measurement would be able to tell apart various nuclear models aiming to
describe the distribution of nuclear magnetization inside the 22°Ra nucleus, at the 10% level.
Thus, our results also open the way for using molecules to perform stringent tests of nuclear
models. Equally important, these results show the great sensitivity of RaF to phenomena
happening inside of the nucleus, which is a major step towards using this molecule for future
measurements of parity and time-reversal violating nuclear properties.

Benchmarking the ab initio molecular theory at the 1% level and confirming its pre-
cision and accuracy in computing the hyperfine structure electronic form factors prove the
very good understanding and proper characterization of the electron behavior close to and
inside the Ra nucleus. This is very important for symmetry violation studies, as similar
electronic form factor calculations will be needed for extracting the physics of interest from
such measurements in the future. The results of such electronic calculations, combined with
nuclear physics calculations, are shown in Fig. 2 ¢) of Article 2, where the magnitude of
the expected effect for different observables of interest is shown. As it can be seen, the
P-odd, T-even anapole moment already contributes at the 100 Hz level, a level of precision
which has already been achieved and surpassed using stable molecules [17]. Moreover, with
measurements at the 1 mHz level or below, already achieved for stable molecules |28, 29|,
new bounds on hadronic C,P-violating constants can be set [179]. These numbers show the
great promise of RaF and, in general, Ra-containing molecules for future hadronic symmetry-
violating studies.

4.7.4 Ionization Potential of RaF

In Article 4, we measured the ionization potential (IP) of the ?RaF molecule: 1P, =
4.972(2)[14] eV. This is a fundamental property of RaF, which can enable complementary
opportunities in the study of this molecule, such as a highly reduced non-resonant background
in the multi-step resonant ionization schemes or even quantum control via Rydberg states,
using external electric fields. Our result, once again, confirmed the accuracy of ab initio
quantum chemistry calculations able to predict this electronic property at the 0.1% level
(IPy, = 4.978[6] ¢V). By comparing the IP of RaF with other Group II monofluorides, we
were able to observe an unexpected behavior, in which the IP of RaF doesn’t continue the
decreasing trend with atomic number observed in CaF, SrF and BaF (Fig. 2 a) in Article
4) [214]. This increase in IP is attributed to the highly relativistic behavior of the electronic
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cloud around the Ra nucleus. This proves the need for relativistic calculations, performed
in Article 4, for a proper characterization of the electronic behavior in the RaF molecule. In
the same Article, similar calculations have also been performed for the dissociation energy
of RaF, which was found to be bigger than the IP (D, = 5.56[5] €V). This unusual property
for diatomic molecules facilitates the study of high-lying Rydberg states in RaF, which can
be highly sensitive to external electric fields, relative to the low-lying electronic levels. This
could offer exciting opportunities for using these molecules for future precision studies for
fundamental physics research, with potential applications for quantum computing.

4.8 QOutlook

Many opportunities lie ahead in the emerging field of radioactive molecules for fun-
damental physics. As we now have a concrete, quantitative laser cooling scheme for RaF,
a natural next step is implementing it in practice. Our group is actively working towards
performing transverse laser cooling on #2RaF, produced in a buffer gas cell, with longitudi-
nal laser cooling and trapping in a magneto-optical trap (MOT) following after that. These
represent mandatory prerequisites for loading RaF in a conservative trap (e.g., optical dipole
trap or magnetic trap) where it can be used for future precision experiments. For now, the
focus is on ??°RaF, which doesn’t showcase any complications to the laser cooling due to
the hyperfine splitting of the Ra nucleus, but ultimately, the goal is to use molecules with
a spinful Ra nucleus such as #?*?*RaF, where nuclear symmetry violation effects become
visible. The most obvious choices for future symmetry violation experiments, where large
enhancements are expected (see Fig. 2 ¢) in Article 3), are searches for the P-odd nuclear
anapole moment (in #?*?%RaF), the P, T-odd nuclear Schiff moment (in #**?*RaF) and the
P, T-odd magnetic quadrupole moment (in ?>’RaF).

Measuring symmetry-violation effects, in particular violations of the time-reversal in-
variance, would have profound consequences on our understanding of fundamental physics.
Additionally, there are yet-to-be-explored symmetry-conserving properties of RaF that are
of great interest. One such property is the intrinsic dipole moment of the ground electronic
state X2X*T of RaF, which can be measured, for example, using laser-microwave double-
resonance spectroscopy [215]. The dipole moment plays a key role for future symmetry
violation searches, such as implementing a Stark interference technique for anapole moment
measurements [26, 27, 43]. This property is also needed to estimate the electric field nec-
essary to achieve a certain degree of polarization in an external electric field, required for
P,/ T-odd searches |28, 29]. Another interesting property to be measured, specific to the
223RaF isotopologue, is the nuclear magnetic octupole moment of ?23Ra, which hasn’t been
measured so far. This would represent the first measurement of this electromagnetic moment
in a molecule and a powerful benchmark for nuclear theory.

Finally, the techniques applied here can be extended to other radioactive molecules
of interest for fundamental physics [181, 200, 204-208, 216]. Our results confirmed the
predicted high sensitivity of RaF to small nuclear effects, as well as the reliability of ab initio
electronic many-body calculations for systems with a large number of electrons and where
relativistic effects become important. These results have motivated other research groups
around the world to explore other radioactive molecules. Work in this direction is already
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under progress [181], with several other radioactive molecules, besides RaF, emerging as
compelling candidates for searches for symmetry violations, but so far, very little is known
about their energy level structure [181, 206, 208, 216]. Therefore, many opportunities exist
in this newly emerging field. Currently, besides our attempt to laser cool RaF, our group is
actively pursuing an experimental program at FRIB with the goal of studying Pa-containing
molecular ions, such as PaF3** [206]. The large enhancement in sensitivity from the **Pa
nucleus to new physics effects at the nuclear level is expected to be 2 orders of magnitude
higher than in ??32?Ra [45, 46]. In addition, the ability to trap and quantum control
ions, complementary to neutral species, makes PaF3* a great candidate for future symmetry
violation scarches.
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Chapter 5

Exploring Electroweak Nuclear
Properties Using Molecular Ions

There has been a tremendous progress in the past decades in our understanding of the
electromagnetic properties of nuclei, with laser spectroscopy playing a major role in this field
(see Chapter 3 for more details) [15]. However, a lot less is known about the weak, parity
violating nuclear properties |14, 17|. This chapter describes the efforts pursued during my
PhD towards measuring nuclear spin-dependent parity violation effects using molecular ions.
The proposed experiment is presented in Article 5 below, followed by a detailed description of
the measurement protocol, theoretical calculations, and the progress made towards building
this experiment.

5.1 Article 5: Electroweak Nuclear Properties from Sin-
gle Molecular Ions in a Penning Trap

This article (J. Karthein, S.-M. Udrescu, S. Moroch, et al., “Electroweak nuclear prop-
erties from single molecular ions in a Penning trap”, Phys. Rev. Lett. 133, 033003 (2024).)
presents the proposal of a new experiment with the goal of studying nuclear electroweak
properties using single molecular ions trapped in a Penning trap. The article describes the
measurement protocol, the theory behind it, and the expected statistical and systematic
uncertainties. The described technique should allow hadronic parity violation measurements
over a wide range of isotopes, including short-lived, radioactive ones. For this article, pub-
lished in Physical Review Letters (2024), I led the theoretical calculations and numerical
simulations, I contributed to the preparation of the figures and the writing of the different
drafts of the manuscript, including the initially submitted version, as well as the subsequent
revisions.

Reprinted in full with permission from J. Karthein, S.-M. Udrescu, S. Moroch, et
al., Physical Review Letters, 133, 033003, 2024. Copyright 2024 by the American Physical
Society.
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‘We present a novel technique to probe electroweak nuclear properties by measuring parity violation (PV)
in single molecular ions in a Penning trap. The trap’s strong magnetic field Zeeman shifts opposite-parity
rotational and hyperfine molecular states into near degeneracy. The weak interaction-induced mixing
between these degenerate states can be larger than in atoms by more than 12 orders of magnitude, thereby
vastly amplifying PV effects. The single molecule sensitivity would be suitable for applications to nuclei
across the nuclear chart, including rare and unstable nuclei.

DOI: 10.1103/PhysRevLett.133.033003

Introduction.—Of nature’s four known fundamental
forces, the weak force is the only one known to violate
parity (P) and charge-parity (CP) symmetry. In this context,
precision studies of the weak interaction provide powerful
tests of the standard model, violations of the fundamental
symmetries, and the existence of new physics [1-3].
Accelerator-based experiments and atomic parity violation
studies have provided key insights into the weak interaction
between the electrons and nucleons, mediated by Z%-boson
exchange [4-6]. However, the electroweak interactions
between nucleons are only poorly understood [7-12]. A
clear disagreement exists between measurements [1,13,14].

Recent progress in precision control and interrogation of
molecules has demonstrated powerful routes for precision
studies of symmetry-violating properties [1,15-18]. Parity
violation (PV) can produce unique signatures in the molecu-
lar energy levels, enabling the isolation of weak force effects
from the overwhelmingly dominant strong and electromag-
netic forces [19-21]. The proximity of opposite parity
molecular levels provides high sensitivity to symmetry-
violating properties, which can be several orders of magni-
tude larger than in atomic systems. Moreover, external
magnetic fields can drive these opposite-parity states into
near degeneracy, enhancing their sensitivity to PV properties
[22]. The possibility of about 11 orders of magnitude of
enhancement of PV-induced state mixing was recently
demonstrated with a neutral beam of 13®BaF [23].

0031-9007/24/133(3)/033003(8)
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In this Letter, we propose and analyze a new method for
measuring PV nuclear properties using single molecular
ions and a Penning trap, which allows for long coherence
times (>>1 ms) [20]. Combined with its well-controlled
electric and magnetic fields, an enhancement in excess of
12 orders of magnitude in PV-induced state mixing relative
to atoms can be achieved, thereby vastly increasing
sensitivity to electroweak nuclear properties. The precision
and versatility of our technique will enable measurements
of many isotopes across the nuclear chart. These include
species that may be difficult to manipulate and measure in
neutral forms, such as short-lived nuclei [18,24,25].

In a diatomic molecule, PV properties are dominated by
the nuclear-spin-dependent PV (NSD-PV) interactions.
These primarily arise from the electron-vector and nucleon
axial-vector (V,Ay) Z°-boson exchange [1], and the elec-
tron electromagnetic interaction with the nuclear anapole
moment [1,26,27] (so far only detected in '3Cs [4]).
Another contribution could come from new interactions
beyond the standard model between electrons and nucleons,
mediated by yet-to-be-discovered gauge bosons [28-30].

Our proposed method should be highly general for
various molecular ions. However, we will focus on 2°SiO™"
due to practical and theoretical advantages for the initial
demonstration: Its rotational and electronic structure is
known [31], the ground electronic state is X", and it was
demonstrated suitable for laser cooling [32,33].

© 2024 American Physical Society
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Effective Hamiltonian and electroweak properties.—Our
scheme builds on the concepts introduced in [20,34]. The
effective Hamiltonian describing the lowest rotational and
hyperfine energy levels of 2°SiO*, in the absence of PV
effects, can be expressed as

HO:BoN2+D0N4+}/NS+bIS+C(In)(Sn),

with N = R + L, where R is the mechanical rotation of the
molecular framework, L is the orbital angular momentum
of the electron, S and I are the molecular frame electron and
nuclear spin operator, respectively, and n is the unit vector
along the internuclear axis. The rotational, centrifugal
distortion, and spin-rotational constants are B, D,, and
y. b and c are hyperfine structure constants associated with
the 2°Si nucleus. The rotational constant of 2°SiO* is far
larger than all the other molecular parameters in H [35].
Thus, N is a good quantum number for levels of energy
Ey ~ ByN(N + 1) and parity Py = (—1)".

When a magnetic field of a particular magnitude B is
applied (see Fig. 1), sublevels of the N¥ = 0 and 1~ states
can be Zeeman shifted close to degeneracy. For 2°SiO™, this
magnetic field strength is B~ [(E, — Ey)/2ug|~ 1.5 T,
since the coupling to the electron spin § dominates
the Zeeman shift via the Hamiltonian H; = —gupS - B
with ¢ factor g~ —2, the Bohr magneton ug, and the
magnetic field aligned with the z axis B = Bz [23]. This
field is strong enough to decouple S from I and N.
Hence, the rotational and hyperfine levels are better
described in the decoupled basis used for the rest of the
Letter: |N, my)|S, mg)|I, my).

The NSD-PV interactions can mix opposite-parity levels.
The Hamiltonian Hpy = & (Gr/V2)(al/I)p(r) [26]
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FIG. 1. Calculated energies of opposite parity rotational and

hyperfine states in 2°SiO* for different magnetic field strengths,
based on the Hamiltonian H( and parameters given in [36,37].
The positive parity states |‘P}L) are rising, while the negative ones

|¥7) are descending. For details, see text.

describes such PV interactions, where «’' includes all the
NSP-PV contributions. We denote the Fermi constant G,
Dirac matrices vector &, nuclear spin I, and nuclear density
with respect to the nuclear center p(r). An effective
Hamiltonian acting only within the subspace of rotational
and hyperfine levels can be obtained by averaging the
previous Hamiltonian over the electronic wave function,
given by H = K'W, C, where W, is a matrix element that
includes the expectation value of Hpy over the electronic
wave function in the 2% state in the rotating frame of the
molecule, which can be computed numerically using state-
of-the-art quantum chemistry methods with uncertainties as
low as a few percent [38]. C = {[(n x S) - I]/I} contains
the angular momentum dependence of H,g and its matrix
elements can be calculated analytically using angular
momentum algebra [21].

Measurement strategy.—Our proposed experiment will
be performed in a Penning ion trap. This device is widely
used in precision atomic and nuclear physics [39—42]. The
trap consists of a strong magnetic and a weak electrostatic
field, allowing three-dimensional trapping of ions (see
Ref. [43] for a review on Penning traps). We use the
trapping magnetic field to Zeeman shift two opposite parity
states into near degeneracy (see arrow in Fig. 1). Moreover,
the intrinsic trap design allows for various magnetic field
strengths for maximal flexibility in the choice of ion species
and rotational-hyperfine states.

Our experimental principle is identical to the one for
neutral molecules in Refs. [20,23]. In the presence of axial
(i.e., aligned with the magnetic field) and radial electric
fields, £, and E,, the effective Hamiltonian of this two-
level system is

" _(a,E%—i—azE% iW—l—d-EZ)
T \-iw+d E. A ’

with the weak interaction matrix element (W (m)y,m),
my.mp) ='W (7 (miy,m))|CI¥T (my.my)), the expecta-
tion value d of the dipole moment operator, D, between
the two levels and the general wave function,
[P(1)) = c (0)|¥]) + e ®c_(1)|¥7]), of the two-level
system with its eigenstates W5 ) of parity P and spin
projection myg, and its time-dependent amplitudes cp(1)
[see Refs. [20,23,44-46] and the Supplemental Material
(SM)-B [47] for details]. A is a small detuning of the two
levels from perfect degeneracy and depends on the applied
magnetic field strength B; a, and a. represent the radial and
axial contributions to the differential polarizability of the
two levels [48], while E, and E, are any external radial and
axial F fields.

In the ideal case of a single ion resting in a stable
magnetic field B at t, = 0 with zero external electric fields
prepared in the |‘P¥> state in the center of our trap, we

measure W using the Stark-interference procedure described
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in Ref. [20]. Thereby, population transfer from the initial
positive [¥) to the negative [¥]) parity state occurs due to
the PV matrix element and the interaction with a sinusoidal
electric field. We repeat this measurement for several N,
ions to determine the population transfer probability
by measuring the average signal S = Ny|c_(1)]? (see SM-
B [47] and Refs. [44—46] for details). The existence of parity
violation leads to a nonzero asymmetry, defined
as Apy = {[S(+Eext) - S(_Eext)]/[s(+Eext) + S(_Eext)]}
[23], where S(+E.,) and S(—E.,) refer to the signals
obtained for measurements with zero (+) and z (—) phase
shift in the sinusoidal field.

For 2SiO*, the population transfer and, hence, the
asymmetry can be estimated using first-order perturbation
theory (see SM-B [47] and Refs. [44-46] for details). For
interrogation times ¢, ~ (27N /wy) ~ (x/A) at integer N,
the PV asymmetry becomes [20]

W Or
A o
Apy = 55 o (1)
Wy2 | (Qr)2°
@)+ G
with Qp = dE_. Ultimately, W is determined via the
population transfer probability for different values of A,
i.e., magnetic field strengths B we can easily scan in our
setup. Its statistical uncertainty is

A vVt +1

 42Npsin(&E) 7

(2)

using 7 = (Qgr/@ey)/(W/A) for the number of mole-
cules N,.

To reduce 6W, we want to minimize A. Since we are
technically limited in arbitrarily reducing A (as discussed
in the following section), we set the interrogation time to
t, = (m/A) once A is minimized. Thus, the precise control
of the interrogation time ¢, in our trap for a minimal
uncertainty on W and precise variation of ¢, to check for
systematic effects, are clear advantages we can leverage
over experiments performed on molecular beams.

From our measurement of W and the calculated W, and
C, we can extract ¥’ ~ k) + k}, encoding the physics of the
weak interaction that leads to NSD-PV: «}, arising from the
V,Ay term in the electron-nucleon-Z’-boson exchange,
and the electron electromagnetic interaction with the ana-
pole moment, «},. Applying our technique to a wide range of
isotopic chains, including radioactive ones [18,24,25],
could allow for a separation of «) and k), based on the
dependence of «} on the nuclear mass A and spin I [20,27].

Experimental details.—Trapped ions in a Penning trap
move on three superimposed eigenmotions inside the trap.
The eigenmotions’ frequency, phase, and amplitude can be
controlled and coupled through radio-frequency excitations
on the ion trap’s electrodes [43]. The eigenmotions can be
further cooled by coupling to a resonance circuit at 1K.

Once the ion is located in the trap center in equilibrium
with the 1-K environment, it is decoupled from the
resonance circuit using a cryogenic switch. It remains in
a nominally zero E.,, field, allowing for the above
assumptions on the Hamiltonian due to low reheating rates
of ~65 mK/s [49].

An additional, significant advantage of our proposed
method is that the magnetic field strength B experienced by
the molecular ion with charge-to-mass ratio ¢/m can be
precisely determined through a cyclotron frequency v, =
(Bq/27xm) determination to the 10~!! level of precision or
better [50,51].

In our proposed setup, neutral 2°SiO molecules are
produced by laser ablating a silicon rod in the supersonic
expansion of a mixture of oxygen and argon gas [52]. The
molecules are photoionized using resonant laser light [53]
into the ground electronic and vibrational states populating
only low rotational levels [54]. The measurement scheme
shown in Fig. 2 works as follows:

(1) The molecular ions are trapped in the Penning trap,
and a single molecule is selected using the evaporative
cooling technique [55]. Once the ion is located at the trap
center in equilibrium with the 1-K environment (assumed
as the kinetic temperature of the ions moving forward) and
decoupled from the resonant circuit, it is optically pumped
into its rotational ground state [94(3)% fidelity were shown
in Ref. [32] for 28SiO™*]. This level is further split into four
hyperfine substates. Given the large splitting between these
substates (>100 MHz), they can be addressed individually
after the rotational cooling using lasers or microwaves to
transfer the population to the state of interest, |‘P¥> (Fig. 1,

solid black line), with >90% fidelity.

(i1) To ensure the molecule is not in the negative parity
state [P7) (Fig. 1, colored lines) even after the state
transfer, the molecule in [¥]) is state-selectively dissoci-
ated via excitation to a higher-lying autodissociating
state [32]. The timescale for this process is ~10 ns, i.e.,
short compared to all inverse frequencies in this measure-
ment; thus, it corresponds to an instantaneous (but condi-
tional) quantum projection onto unaffected states.

(i) This step constitutes the starting point of the
measurement. It will be executed after step (i) and in

O possible state occupation

Laser I T @ state occupation
ablation Ar Superconducting
source e magnet j 2
D q | =) =2 KO,
o P S AT
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Ton optics fg;“t‘gg G ) di) @)

FIG. 2. Schematic layout and measurement principle with a
laser port for the ionization, cooling, and dissociation lasers. Our
measurement procedure, (i)—(iv), is described in the text.
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parallel to step (ii) since |‘I‘}r> would start to evolve in time
even without an external electric field.

To induce Stark mixing, we have the ion experience, a
sinusoidal electric field E.(f) = E.y - sin(wqt) with
Eo~6V/cm and Qp/27~3 kHz in its rest frame.
This is achieved by exciting the ion to an axial amplitude
of ~0.3 mm in the harmonic trapping potential with a
~20 V single cycle, resonant sinusoidal-wave “kick” to the
trap’s end caps as routinely achieved in practice [56].

(iv) The final state detection is performed by molecular
dissociation of the negative parity state [7), using the
same autoionizing state as in step (ii) as soon as the
oscillating field in step (iii) is switched “off”” by reversing
the sinusoidal “kick.” Since the dissociation process is
parity-state selective, we can perform a “double-dip” mass
measurement [56] in search of 2SiO*, 2°Si*, or %0t as a
measurement of the final parity state. If a dissociation had
occurred, we can remove the 2°Si* or 1°0O* ion from the trap
and load a new 2°SiO ion. If no dissociation occurs, the
measurement is restarted at step (i).

Figure 3 shows the simulated PV asymmetry, Apy, in
Eq. (1), as a function of A for a range of possible W values.
For ¥SiO*, we assume Qp/27 =3 kHz, .y /27 =
350 kHz, and scan A/2x ranging from —150 Hz to
150 Hz in steps of 50 Hz. Measuring different values of
A was shown to be effective in avoiding various systematic
uncertainties [23,57]. Measuring at other relevant level
crossings will also allow diagnosing systematics.

Heavier molecules with larger weak matrix elements
comparable to A (W Z 100 Hz), such as the potentially
laser-coolable TIFT [58] (see Table I), do not require
additional external Stark mixing for amplifying the sought
signal. As suggested in Ref. [34], the level crossing shown in
Fig. 1 turns into a pseudocrossing, which can be measured
directly. This approach requires an advanced level of
systematic control which we plan to investigate in the future.

Uncertainty estimates.—Here, we estimate the primary
sources and magnitude of uncertainty for 2°SiO* with the

o \
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FIG. 3. Asymmetry for SiO* for different W and A. The

assumed experimental condition is indicated in red with details
provided in the text. The red dots show the expected asymmetry
at A/2z = +100 Hz.

calculated W, /27 = 16 Hz from Table I, corresponding to
W/2z = 0.4 Hz when assuming ' = 0.05 and C = 0.5.

(1) Initial axial amplitude: The main contribution to the
systematic uncertainty is expected to come from the ac
Stark shift of the energy levels of interest due to the
transverse and axial components of the electric field,
with the effects proportional to a,.E2 and a. E2, respectively.
The uncertainty associated with this shift arising from
the thermal distribution of ion positions and velocities is
expected to be §A/2x ~ 30 Hz (see SM-A [47] for details
of the calculations). To clearly tell apart the two
opposite parity levels of interest, we assume moving
forward a value of A/2z~ 100 Hz, and therefore
t, = n/A =5 ms to minimize 6W, leading to a maximum
state transfer probability of the positive parity state’s
population of ~0.06% and an asymmetry of ~ 0.75 (red
dots in Fig. 3).

A second major source of uncertainty is expected to
derive from the thermal noise in the initial axial ampli-
tude of cooled ions. Once cooled and resting in the
center of the Penning trap, the ions’ energy is
Boltzmann distributed with an average initial axial ampli-

tude of zg = \/[2kyTd2,./(GionUoC2)], where ki is the
Boltzmann constant, g;,, is the electron charge e, and
we assume 7 =1 K. Based on our trap design [56]
optimized for E-field homogeneity of the electric trap-

ping potential of depth Uy, = —35V, characteristic
\/ 0.5(2Zap + Tap/2) =3 mm  (with
the central ring electrode’s length zy,, and radius ry,p),
and the dimensionless quadrupole constant C, = —0.6. The
initial axial motion is then zy & 10 pm, which would result
in an average thermal noise of §Ey ~ 0.2 V/cm, corre-
sponding to W/ W ~ 3% for 2°SiO*. Both of these effects
are statistical, i.e., they can be reduced by increasing the
number of measurements.

(ii) Magnetic field: Short-term magnetic field instabilities
(for the measurement time of up to many milliseconds) are
expected to be 6B/B < 107'° [59,60]. Observed temporal
changes in the magnetic field tracked in a neighboring trap
center will be used for live adjustment of slow magnetic field
drifts on top of typical temperature and pressure stabilization
of the magnet [56]. With this method, we anticipate
86B/B ~ 1070 for the duration of the data taking [61].
Furthermore, deviations from spatial uniformity due to
higher-order field effects not accounted for by shimming
coils are expected to be $B/B < 107! for the small probed
volume of «0.1 mm? [56]. All of these effects can be
quantified based on precise measurements of v, for well-
known species. These effects lead to a total systematic
uncertainty from the magnetic field of 6B/B ~ 1071, or
SA/2x ~ 4 Hz, i.e., SW/W ~ 4% for PSiO*.

(iii) Electric field: A relative electric field uncertainty of
SE/E < 1%, which can be routinely achieved in practice
[56], would have negligible effect on 6W.

trap length dg, =
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TABLE L. Diatomic molecular ions with sizable weak matrix elements W, (of the first-mentioned atom) in units of Hz and their bond
lengths BL in units of A. Data on additional molecular ions can be found in [62]. For details, see text.

System Wa BL System W BL System W BL
B9+ 1 1.21 227AcBrt 1644 2.72 2601 r'H* 11295 1.89
298il60+ 13 1.52 2277127+ 1677 2.94 201 714t 2745 3.49
20519+ 4472 1.98 29Tpl60+ 2506 1.8 261y 19+ 8826 1.93
227AcH 1649 2.23 229Tp2S+ 1752 2.31 201 123Na* 2425 3.8
2TACF+ 1655 2.08 2297805 e+ 1588 2.45 261 p35C1F 10 158 2.35
2TACHCIt 1632 2.56 2297 126Te * 1323 2.68 201p 3K+ 1658 4.26

We thus anticipate a total systematic uncertainty of
SW/W < 5% for 2SiO*. To achieve a 10% statistical
uncertainty on the proposed measurement, we need on
the order of 103 trapped molecular ions. Given a meas-
urement cycle of a few seconds (dominated by mass
selection, cooling, and state preparation), a 10% relative
uncertainty measurement would thus be feasible in about
one week of measurement time for 2°SiO*.

Calculated sensitivity factors.—We calculated the
molecular matrix element of the anapole moment W,
for the %%/, ground states of BF', SiO", and TIF" at
the four-component relativistic Fock-space coupled-cluster
(FSCQ) level of theory using the finite field approach. This
formalism includes Hpy as a perturbation to the Dirac-
Coulomb Hamiltonian. The W, factor is obtained as the
first derivative of the total energy to this perturbation [38].
We used the dyall.cv4z basis sets [63,64] and correlated 13
(all), 21 (all), and 51 electrons for BF*, 2°SiO*, and TIF™,
respectively. A Gaussian charge distribution represented
the nucleus.

Furthermore, we calculated W, for Ac, Th, and
Lr-containing molecular ions. Here, we used the four-
component relativistic Dirac-Hartree-Fock (DHF) level of
theory. In this case, W was extracted from the off-diagonal
matrix elements of the operator ap(r) acting on the
degenerate Q = |+ 1/2) states in the molecular spinor
basis. We employed the dyall.cv4z basis set for all the
elements [63-66].

The molecular geometries were optimized at the exact
two-component [67,68] coupled-cluster level of theory,
including single and double excitations in the parallel
implementation of the Dirac program package [69]. The
cutoff was set to —20 to 30 a.u. We used the dyall.v3z basis
sets [64-66] for all the systems, except for 2°SiO*
(experimental bond length [70]), and BF"/TIF" (s-aug-
dyall.v4z basis sets [63,64]). All results are presented in
Table I.

Besides 2°SiO™ [31-33], spectroscopic information in
the literature among the presented molecular ions is not
available to the best of our knowledge. Hence, prior studies
of each molecular ion are necessary to find the
needed rotational-hyperfine parameters and laser-cooling
transitions.

Outlook.—We proposed a new technique that can pro-
vide a highly sensitive route to investigate yet-to-be-
explored nuclear parity-violating properties using single
molecular ions. These measurements will enable stringent
tests of the weak interaction in stable and short-lived
isotopes across the nuclear chart. This technique could
be directly applied to light isotopes, for which PV nuclear
properties can already be calculated on the lattice [71,72]
and with ab initio methods [73]. For diatomic molecules
containing elements as light as the deuteron, challenges
with the required magnetic field strength could be over-
come by using ground-rotational states in polyatomic
molecules [20,25,74]. Furthermore, applying advanced
cooling techniques already demonstrated in Penning traps
would enable reducing the trapped molecule’s kinetic
energy to ~1-100 mK [75-79], resulting in a reduction
of the uncertainty on W by 1 to 2 orders of magnitude.
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5.2 Measurement Protocol

Unlike atoms, where the main energy scale is the electronic one, in the eV range,
molecules have a much more complex spectrum due to their additional vibrational and
rotational degrees of freedom (see Chapter 2 for details about molecular structure) [31,
57, 58]. The spacing between two rotational energy levels of opposite parity, AFL, can
be more than five orders of magnitude smaller than the spacing between opposite parity
levels in atoms, which can lead to large enhancements of symmetry-violating phenomena [17,
31]. This is because many of the effects we are interested in, including the parity violating
ones described in this section, are so much smaller than the other terms in the molecular
Hamiltonian (Eq. 2.77) that they can be treated as small perturbations, in which case their
effect scales as o< 1/AFE, [14, 17]. Moreover, two opposite parity rotational levels can be
brought even closer together using an external magnetic field of the right amplitude (usually
on the order of a few Tesla [43]), leading to a PV-induced mixing between them that can be
more than 11 orders of magnitude higher than in atoms [26, 43, 55]. A second advantage
offered by diatomic molecules relative to atoms in the search for nuclear spin-dependent
(NSD) PV is the fact that in molecules, the effect of the (nuclear spin independent) weak
charge is significantly suppressed, being identically zero to first-order in perturbation theory
[217]. Thus, any non-zero PV signal in a diatomic molecule will be dominated by the NSD
effects, allowing a much cleaner investigation of such effects relative to the atomic case.

The NSD PV effects due to the interaction between electrons and the nucleus are
characterized by the Hamiltonian (see Chapter 3 for a detailed derivation) [14, 17]:

LY, = 3;177 (e T) p(r), (5.1)

where 7 is the fundamental physics parameter we are interested in measuring experimen-
tally (e.g., containing contributions from the nuclear anapole moment [14, 17]). In molecules
with a 23, /2 Or 211, /2 electronic state, this Hamiltonian can be rewritten, after averag-
ing over the electronic wavefunction, as an effective Hamiltonian acting only on the spin-
rotational /hyperfine levels of the molecule as [43, 155, 217]:

o . I

Hy &' =nWey (A x Seg) - I (5.2)

where 11 is the unit vector along the internuclear axis, pointing from the heavier to the lighter

nucleus, and S.¢ is the effective electron spin, which is simply S for a 2% electronic state. T
is the nuclear spin and Wpy is an electronic form factor defined as:

Gr 1 1

Wpy = —= (2= =|p(r)a Q= —=), 5.3

b= T2 (2= glolracl = ) (53)

where 2 is the projection of the electron angular momentum along the internuclear axis in

the electronic state under consideration, and ay = o, +iay, with o, and «, being the x and

y components of the a Dirac matrix vector. For most molecules of practical interest, Wpy

can be calculated with percent level accuracy using ab initio quantum chemistry calculations

(see Article 5) [12, 55].

152



In the presence of the PV interaction and an appropriate magnetic field to bring the
two levels of opposite parity, |¢1) and |¢)7), close to degeneracy, the system of interest can
be well described by a 2 x 2 Hamiltonian given by:

0 W
Hpy = (_Z.W ’A ) , (5.4)

where A is the splitting between the two levels, which depends on the magnetic field, and

W = Wy {07] (B % Sua) - 7). (55

One way in which the PV parameter of interest, W, can be measured is by populating
only one of the parity eigenstates considered above, letting the system evolve freely and
then measuring the population transferred to the other state of opposite parity, which was
initially depleted. In this case, the signal would be proportional to A; , which, for most
systems of interest is prohibitively small, mainly because A can’t be made arbitrarily small
due to various systematic uncertainties present in the system (see Article 5 and Sec. 5.3 for
details) [55]. One trick that can be used to further amplify this signal, based on Ref. [43],
is to apply an external, blue-detuned, oscillatory electric field able to couple the two states
of opposite parity. This is the so-called AC Stark interference technique. In this case, the
Hamiltonian becomes:

B 0 iW + dF sin (wt)
Hpv = (—iW + dFE sin (wt) A, > (5.6)

where F and w are the magnitude and angular frequency of the applied field, while d is
the effective dipole moment between the two levels of opposite parity. Given that in most
cases W < dF, the extra off-diagonal term can further enhance the population transfer
between the two levels of opposite parity, from which W can be extracted experimentally
[26, 27, 55]. Assuming that population transfer is at the level of a few percent or lower over
the duration of the measurement, the expected signal can then be calculated using time-
dependent perturbation theory. This is the case for 2?SiO*, as described below. Assuming
we start in the positive parity state, the probability of transferring the population to the
opposite parity level is given by:

2
S(E) = lec_())* = ‘ZWe % sin (At> + z@ (cos (wt)e ™ —1)| . (5.7)
A 2 w
From this, it can be seen that we end up with an interference term, which is proportional to
the product between W and dF, thus leading to an amplification of the effect due to W. By
performing the same measurement using opposite directions for the electric field, i.e., S(F)
and S(—FE), we can build the asymmetry signal defined as:

S(F)— E(—-FE) 2%%(14—(308 (wt))(1 — cos (At))
E

(=E) 2 (%)2 (1 —cos (At)) + (% ) [1 4 cos? (wt) — 2 cos (wt) cos (At)]’
(5.8)
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which allows us to clearly isolate the effect due to W, as well as have better control over
various systematic effects (see Article 5 and Refs. [26, 27] for details). If the measurement

time ¢ is chosen such that ¢ = % = %, the asymmetry signal takes the simple form [55]:
oW dE
Aw (5.9)

(%) + (4)°

A first proof of the principle of using diatomic molecules for NSD PV effects, together
with the method described above, has been performed in DeMille’s group [26, 27| using a
beam of neutral *¥Bal’F molecules. In 3¥Bal!F, the *®Ba nucleus has no nuclear spin,
while the NSD PV effects from the F nucleus (I = 1/2) were expected to be too small to
be observed experimentally. However, the experiment was able to show a good control over
various sources of systematic uncertainties. The results proved that a future measurement
in 1¥"Ba!F, where the effect due to the '*"Ba nucleus is non-zero and much larger than the
one from the F nucleus, should allow for a non-zero measured value of NSD PV effects.

Our experiment closely follows the concepts behind the method described above and
applied to *®*Ba'F. However, instead of using neutral molecules, we aim to use molecular
ions inside a Penning trap. Performing measurements on single trapped molecular ions
allows us to remove various systematic uncertainties present in the case of neutral molecular
beams while facilitating much longer measurement times. For example, in Refs. [26, 27|
the interaction time was ~ 100 ps, while in our setup, we expect to achieve more than tens
or even hundreds of ms. Thus, a Penning trap seems like the ideal apparatus for such a
measurement, as its magnetic and electric fields used for trapping ions (see Sec. 5.4.3) also
naturally enhance the PV signal we aim to measure [55].

5.3 Theoretical Calculations and Uncertainty Estimation

To estimate the magnitude of the required magnetic and electric fields, as well as
the PV effect and various systematic uncertainties, it is necessary to calculate the energies
of different spin-rotational and hyperfine levels of the molecule of interest within the large
magnetic field. Below, I will describe the calculations performed for our molecule of interest,
2SiO*, but the same formalism can be extended to other molecules in a 2% electronic state
and in a similar manner to 2II; /2 clectronic levels.

The molecular Hamiltonian, in the presence of an external magnetic field, is given by
[31, 43, 55]:

H = Heff + Hmag
Heyy = BN?+ YN -S+bI-S+c(I-n)(S-n) (5.10)
Hyog = —g118S - B — (9 — 91) pp (S -n) (B -n) — grunI - B = grupin N - B,
where S and I are the electron and nuclear spin operator, with N = R+ L. L is the
orbital angular momentum of the electron, and R is the mechanical rotation of the molecular

framework. m is the unit vector along the internuclear axis, and B is the externally applied
magnetic field. By, Dy, and v are the rotational, centrifugal distortion, and spin-rotational
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constants, respectively. b and ¢ are hyperfine structure constants associated with the 2°Si
nucleus. g1, gy, gr, and g, are various g factors associated with the electron, nucleus, and
the rotation of the molecule as a whole. up and py are the Bohr and nuclear magneton,
respectively. The various spectroscopic parameters were taken from Refs. [218, 219]. Given
that for 2SiO™ the rotational parameter, By, is far larger than all the other parameters, N
is a good quantum number for rotational levels of energy En ~ BoN(N + 1), and parity
Py = (=1)" [55].

The large magnetic field needed to bring the lowest two rotational levels of opposite
parity close to degeneracy (B & 1.5 T for ??SiO™) is able to decouple the electron spin, S,
from I and IN. Therefore, a convenient basis to describe the spin-rotational and hyperfine
molecular levels is given by: |N,my) |S,mg) |I,m;), with my, mg, and m; being the pro-
jections of N, S, and I along the lab frame z-axis. Using this basis and the Hamiltonian
operator in Eq. 5.10, we built the associated Hamiltonian matrix, for N = 0,1 and 2, and
diagonalized it to obtain the evolution of the energy levels as a function of the externally
applied magnetic field, assumed to point along the lab frame z-axis. The obtained results for
the levels of interest are shown in Fig. 1 of Article 5 [55|, showing several energy level cross-
ings around 1.5 T. Note that the PV Hamiltonian, Eq. 5.2, can only mix state with the same
total angular magnetic moment projection along the lab frame z-axis, mp = my +mg+m;.

Once two levels of opposite parity are chosen for the measurement and assuming they
are much closer to each other than to any other energy levels inside the molecule, which
is the case for our system, for the right magnetic field, we can apply the two-level system
formalism described in the previous section to characterize our expected PV signal. Ways in
which we can ensure that we have only a single 2?SiO* ion trapped at a time and that the
right initial energy level is populated are described in Sec. 5.4. In this section, we directly
assume we start from the positive parity state with a single ion in the trap.

In a Penning trap, while we have a uniform magnetic field present, the electric field is
not time-varying, as needed for our measurement, but it is harmonic in the axial direction,
taken as the z-direction and also corresponding to the direction of the magnetic field: E =
Eoz (see Sec. 5.4.3 for details). However, if the ion starts moving in the z direction, it will
experience an oscillatory motion under this electric field. Thus, the stationary lab frame
electric field will appear, in the frame of the ion, as an oscillatory electric field, with a
frequency given by the axial frequency of the trap, w,/(27) ~ 350 kHz, for our trap (see
Sec. 5.4.3). Thus, for our measurement protocol, in the ideal case, the starting point of
the experiment is with the ion at the very center of the Penning trap, thus experiencing
no electric field and being stationary. Then, by giving it an axial kick, we can have the ion
experience a time-varying electric field for a while, after which we can measure our sought-for
signal, i.e., the population transfer to the negative parity level, as described in Sec. 5.2.

However, in practice, due to the finite temperature of the system (taken to be 1 K in
our casc), the ion will have a random initial non-zero velocity and displacement both in the
axial and radial directions. The contributions from the thermal noise in the axial direction
will lead to a random phase ¢,, relative to the field experienced if the ion starts stationary
from the trap’s center. The radial part will lead to a radial electric field felt by the ion in its
rest frame. This radial field has two main contributions: the radial part of the quadrupole
electric potential at the trap center and a motional electric field due to the v x B term. For
a fixed radius, the induced electric field due to the latter effect dominates, and thus, we will
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only consider it moving forward. In the end, the electric field experienced by the ion can be
approximately written as:

E(t) = E.Zcos (w,t + ¢,) + E, (Zcos (wit) + gsin (wyt)), (5.11)

where F, and F, are the magnitude of the axial and radial field and w, /(27) ~ 500 kHz
corresponds to the cyclotron frequency of our trap. The electric dipole interaction term is
then:

dE . .
d FE = dEZTLZ COS (wzt + qbz) + TJ_ (n_,’_e_lu.u_t + n_elUJJ_t) 7 (512)

where n, and n_ are the raising and lowering operators associated with the internuclear axis
vector 1. d is the rest frame dipole moment operator associated with the ground electronic
level of 2SiO*. Its magnitude was calculated to be d = 4.147 D in Ref. [220], which is the
value we will use for our calculations. To calculate the expected signal, as well as various
systematics, we need to compute the expectation value of this operator for different values of
N and my, i.e., (N, my|d|N',m'y). Given that the various angular momenta of the molecules
are quantized along the laboratory z-axis, given by the direction of the magnetic field, it is
useful to express the vector 7 in the lab frame. This is given by [31]:

7 = sin 0 cos & + sin 0sin ¢y + cosHZ, (5.13)

which in spherical harmonics can be rewritten using:

n, = cosf = 2\/§Y10 (0, 0)

4 2
Ny = Ng +1in, = sin fe' = —2 ngl (0, 9) (5.14)
. . —i 2r 4
n_ =mny —in, =sinfe "’ =2 ng 0, )

Using the fact that:

[N, my) = Y™ (6, 9)

— ) (5.15)
(N,mn| =Y (0,0) = (=1)""Yy™ (0,9),

the various electric dipole moment matrix elements needed will require the calculations of
integrals of the form [221]:

27 T
, (20, + 1)(2l, + 1) (203 + 1) <11 Iy 13) <11 I 13)
Y™ Y, "2Y,™ sin 0dOd =\/ .
/o /o wo S S ¢ Am 0 0 0/ \m me ms

(5.16)
For this thesis, all such integrals have been calculated using the commercial software Math-
ematica. Calculating electric dipole moment matrix elements for our experiment is needed
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for two main reasons. First, it allows us to compute the effective dipole moment between
the two levels brought close to degeneracy. Second, it facilitates the calculation of AC Stark
shifts of these two levels due to the presence of the other levels in the molecule. We will
describe both below.

Two pairs of levels of opposite parity of interest for us, which the PV Hamiltonian
can mix (Eq. 5.4) and can be brought close to degeneracy at a magnetic field of ~ 1.5
T are (see Fig. 1 of Article 5): |mg,m;,my) = |+1/2,—1/2,0) and |—1/2,—1/2,+1) as
well as |1/2,1/2,0) and |—1/2,1/2,+1). The first level in each pair corresponds to the
N = 0 rotational state. Given that, for each pair, the two levels have different projections
of the electron spin, mg, and the dipole moment operator doesn’t act on the nuclear spin,
to first order in perturbation theory, the dipole moment matrix element between these two
levels is exactly zero. However, the hyperfine and spin-rotational interactions present in the
Hamiltonian lead to the mixture of these two levels with other molecular levels with opposite
values of mg, thus allowing a non-zero value of the electric dipole matrix element, on the
order of deg ~ (%;C)d. This scaling can be deduced by looking at the first pair of opposite
parity levels considered above. We would like to change the electron spin projection of
the |—1/2,—1/2, +1) state from —1/2 to 1/2, without changing the nuclear spin projection,
which is the same for both levels, as desired. This can be achieved through the vIN'S operator
which mixes the |-1/2, —1/2,+1) state with the |1/2,—1/2,0, N = 1) one, giving an effect
proportional to . However, as these two levels have opposite mg values, they are split by
~ 2B,. Thus, in the end, the contribution of the |1/2,—1/2,0, N = 1) state, which will lead
to a non-zero electric dipole moment coupling to the original |1/2,—1/2,0, N = 0) state, is
on the order of v/B, as initially claimed. The actual mixing can be calculated given the
previously computed molecular Hamiltonian, giving an effective electric dipole moment of
~ 300 Hz/(V/cm) and ~ 500 Hz/(V /cm) for the two pairs of opposite parity levels considered
above.

To gauge the needed external field for our measurement, E,, we need to calculate the
PV matrix element, W, as it is desirable to have wdjfg;) > % in order to enhance the PV
signal. To calculate W, we need three pieces of information, as shown in Eq. 5.2: Wpy = 16
Hz, calculated in Article 5 [55], n =~ —0.06, obtained using a nuclear shell model calculation
(see Chapter 3) and the matrix element associated with the operator (A x S)-£. For the first
pair of opposite parity levels considered above, the matrix element of this latter operator
is equal to 0.39:, giving a value of W = —0.37 Hz, while for the second pair, it is equal to
—0.4117, leading to W = 0.39 Hz.

Given these values, we decided to choose an amplitude for the axial electric field of
6 V/cm, which corresponds to kicking the ion to an amplitude of ~ 0.3 mm in the axial
direction. This value was chosen as a compromise between having uief(g;) > % and preventing
the ion from moving too far from the trap center, where the uniformity of the magnetic and
electric field is reduced (see Sec. 5.4.3 for details).

Using the same formalism as above, we can also calculate the AC Stark shifts of
the two levels of interest due to the other molecular energy levels present. In this case,
both the axial and radial fields contribute, depending on the my values of the nearby spin-
rotational /hyperfine levels. In principle, if the external fields were well known, one could
adjust for such AC Stark shifts by changing the value of the magnetic field. However, due

to the non-zero temperature, the magnitude of £, and F, are not perfectly known, thus
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leading to an uncertainty in the energy splitting between the two levels. The effect due to
E, depends on the unknown random initial phase, ¢,, while the effect due to £, depends on
the radius at which the ion is located when the measurement is performed. Both of these are
because the ion will have a random energy associated with it being in thermal equilibrium
with the trap at 1 K (see Sec. 5.4.3 for more details). For the AC Stark shift calculation,
for the N = 0 level, we considered nearby levels in the N = 1 manifold, while for the N =1
level, we considered levels in the N = 0 and N = 2 manifolds. Using calculated matrix
elements between levels coupled by the present electric fields, using Eq. 5.11-5.16, as well
as the spacing between these levels at the optimal magnetic field, computed as described
above, the AC Stark shift was calculated using [222]:

(deﬁ'E)2 wWo
2 wi-uwy’

AE = (5.17)

where d.g is the dipole moment between any two considered levels, wy is the energy difference
between them, while £ and wg are the magnitude and frequency of the external electric field
(axial and radial in our case). For the two pairs of opposite parity levels considered above, the
uncertainty in the AC Stark shift, due to the uncertainty in the axial electric field amplitude
(6E, = 0.2 V/cm) amounts to A% /21 ~ 20 Hz, while the one due to the radial field is
§ATMIAl /91 2 10 Hz. The latter one was obtained by assuming that the uncertainty in the
ion’s circular velocity is equal to the standard deviation of a Maxwell-Boltzman distribution
with a temperature of 1 K. This shows that in practice, we can’t bring the two levels closer
than ~ 30 Hz, and ideally, we would like the stay a factor of a few greater than this. For our
estimates below, we assume the splitting between the two levels of interest to be A /2w = 100
Hz.

Besides the uncertainty in A through the AC Stark shift, the uncertainty on E, also
leads directly to an uncertainty in the Rabi frequency experienced by the ion, i.e. Qg =
deE,. At a temperature of 1 K, this uncertainty amounts to 0E, ~ 0.2 V/cm. Both of
these directly lead to an uncertainty in extracting W from the measured asymmetry, A, and
need to be accounted for when computing the signal expected from our measurement. It
should be pointed out that these effects are random in nature, as their magnitude and sign
change from one instance of the experiment to the next. Thus, their effect can be reduced
by averaging over repeated measurements.

The main source of systematic uncertainty in our experiment is represented by vari-
ations in the magnitude of the magnetic field. As detailed in Article 5 [55], we expect a
relative variation of the magnetic field of §B/B =~ 107! during our measurement, which
should have a contribution to the uncertainty on A of §A /27w = 4 Hz, which leads, for the
assumed A/2r = 100 Hz, to a relative uncertainty on W (see Eq. 5.9) of dW/W ~ 4%.
Other sources of systematic uncertainties, such as variations in the voltages applied to the
trap electrodes or the shimming coils for the magnet, are expected to be well below 1% [55].

Next, we estimate the number of molecules needed to achieve a 10% relative statistical
uncertainty on the measured W value. For this we use the previously calculated values of
W and deg, we take E, =6 V/cm, 0E, = 0.2 V/em, A/27 = 100 Hz, A /27 = 30 Hz and
w,/2m = 350 kHz. To estimate the uncertainty on W for a given number of measurements, IV,
we generated, for each measurement, a value of A/27 and one for Qz/27 from a Gaussian
with mean and standard deviation given by the associated central value and uncertainty
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mentioned above and a total measurement time of £ = 5 ms. Then, the transition probability
from one parity eigenstate to the other can be calculated using Eq. 5.7, and for each event,
we associated a value of 1 (successful transition) or 0, based on a binomial distribution with
probability given by the calculated transition probability. These numbers were then summed
up over all N events, giving the measured signal for a given electric field orientation. The
same was done for the opposite orientation of the electric field, and then the asymmetry
was calculated using Eq. 5.8. We repeated this 1000 times, obtaining a distribution of the
values of the asymmetry, from which the mean and standard deviation were extracted. Then,
we sampled the asymmetry from this distribution 1000 times and calculated W, inverting
Eq. 5.9. In the end, we obtained that N ~ 3 x 10° events are needed to measure W with
10% relative uncertainty for each of the two orientations of the electric field. In our case,
this corresponds to initial kicks of the ion in opposite directions. Note that the statistical
uncertainty is largely independent of the used crossing, as it can be observed from the
analytical expression for the statistical uncertainty:

A JPEEI
SW (i (5.18)

- 44/2 Ny sin (%) n ’
where n = L /w:

= A This formula can be derived from the propagation of error on the number
of counts, which is assumed to be Poissonian. While we assumed that A is kept constant,
we can also perform measurements for different values of A (see Fig. 3 of Article 5), which
can be favorable for further reducing the systematic uncertainties [26, 27]. A similar number
of events as above is also needed in this case to reach 10% relative statistical uncertainty.
Assuming ~ 1 second per measurement (e.g., the time needed to send a new ion to the trap,
prepare it in the right quantum state, and cool its motional degrees of freedom), a 10%
relative uncertainty measurement can be performed in about one week of integration time.

While in the calculation above, we used the theoretically calculated value of the dipole
moment of 2SiO* [220], our setup allows us to measure it directly, in a straightforward
manner. The ability to easily control the magnitude of the magnetic field (see Sec. 5.4)
means that we can set the frequency difference between two levels of opposite parity to the
same value as one of the Penning trap frequencies. If we look in the axial direction, this
means that by putting the ion in motion along the z-axis, the oscillatory field felt in its
rest frame will, in the ideal case, drive resonant Rabi oscillations between the two levels
considered. By measuring the population transfer for different times, the Rabi frequency
and, hence, the dipole moment can be extracted. This measurement can be easily extended
to other molecular ions of interest without significant changes to the experimental setup. We
estimate that with only 1000 measurements, assuming 0A = 50 Hz and 0E, = 0.2 V/cm,
the dipole moment can be measured with a statistical uncertainty at the 1% level.

Before moving to the next section, it is worth mentioning that the 2?SiO* molecular
ion was chosen for our first experimental attempt because its ground and excited electronic
energy levels have been investigated spectroscopically already, and their rotational and hy-
perfine parameters extracted [218, 219, 223, 224|. At the same time, effective rotational
cooling was shown experimentally in 28SiO™ [224]. However, other molecular ions, especially
those containing a heavy nucleus, are expected to contain a much larger PV effect [14]. For
example, based on TABLE I in Article 5, TIFT is a promising candidate, with an expected
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value of W = 300 Hz, about three orders of magnitude higher than in the 2?SiO* case. This
value of W was calculated assuming a single particle model for the nuclear anapole moment.
In this case, given the large magnitude of the PV effect, one can hope to directly measure the
population transfer between two levels of opposite parity without the need for an external
electric field, i.e., place the ion at the center of the trap, and wait for the PV interaction to
transfer population on its own. While this will require further detailed experimental inves-
tigation to identify all sources of systematic uncertainties, it is worth noting that one of the
main systematic uncertainties encountered in Ref. [26, 27| was given by stray electric field,
able to mimic the sought for signal. In Ref. [26, 27|, this effect was significantly reduced
by building the asymmetry signal described above using an external sinusoidal electric field.
However, in our case, the molecular ion will feel, on average, no external electric field in its
rest frame, which could potentially allow a measurement without building the asymmetry
signal. In this case, i.e., no external field applied, the population transfer can be calculated
analytically, and it is given by:

2
S(t) = AA;WW sin? (VAT 4T7). (5.19)
By performing a numerical calculation similar to the 22SiO* case described above, assuming
A/(27) = 100 Hz and 6A/(27) = 30 Hz, we obtain that with ~ 10* measurements we
can reach 1% relative statistical uncertainty on . This can be achieved in a few hours
of total measurement time. While further detailed experimental investigation is needed for
implementing such a measurement, these calculations show the great promise of our technique
for measuring hadronic PV effects over a wide range of nuclei and even in relatively short
periods.

5.4 Experimental Setup

This section describes the experimental setup currently being built in our lab on the
MIT campus. I will provide details about the preparation of the initial and the readout of the
final quantum states of the molecular ion inside the Penning trap and describe the simulations
performed to choose the final design and dimensions for the Penning trap electrodes.

5.4.1 Beamline

A simplified diagram of the beamline to be used for this experiment is shown in Fig.
5.1. The source will produce neutral SiO molecules. More details about the source can
be found in Sec. 5.4.2, but, briefly, it is based on ablating a Si rod with a high power
Nd:YAG laser, followed by the release of a gas mixture of NoO (5%) and Ar (95%) using
a solenoid pulsed valve (Parker valve model number 009-0381-900). The reaction between
the Si and NyO will produce the molecules of interest, while Ar is used to cool them down
through a supersonic expansion. A custom-made piece based on the design of Prof. Tim
Steimle (Arizona State University) is used to mix the resulting Si ablation plume with the
gas mixture (see Sec. 5.4.2 and Fig. 5.4). Based on previous studies [225], we expect a
rotation temperature of the resulting SiO molecule of ~ 20 K. The molecules then pass
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through a skimmer with an aperture of 2 mm, to reduce the gas load in rest of the setup
and better collimate the molecular beam. A voltage can also be applied to the skimmer to
remove any ions produced directly through ablation from the neutral molecules if needed.
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Figure 5.1: Simplified diagram of the beamline to be used for parity violation measurements.
In the ablation source, we produce neutral SiO molecules (I). After passing through a skim-
mer, they are ionized at the center of a quadrupole bender, and the resulting SiO™ molecular
ions are sent toward the interaction region (II) at the center of the Penning trap. The ions
are further guided towards the interaction region using electrostatic optics (I1I). At this step,
the molecules are outside the magnetic field. Thus, the splitting between the opposite parity
levels is ~ 21 GHz for SiO*. The molecules then reach the center of the Penning trap, where
they are optically prepared in the spin-rotational and hyperfine level of interest. We also
ensure that only one molecule is present in the trap before the measurement protocol begins
(IV). After the molecules experience the magnetic field (thus, the spacing between the two
levels of opposite parity is on the order of 100 Hz) and the time-varying electric field for a
fixed amount of time, they are state-selectively excited to an autodissociative state and the
masses of the resulting products are detected by reading the induced current on one of the
trap’s electrodes (V).

y ]

Next, the SiO molecules are ionized inside a quadrupole bender, using a 1+-1 REMPI
scheme, at a wavelength of 210 — 220 nm, as described in Ref. [223]. In our case, this will
be achieved using the doubled light from a Sirah Cobra-Stretch Dye Laser Model CBST-D-
30, pumped with a Continuum Surelite SLIII-10, perpendicular to the direction of motion
of the molecules, though a V(234 Thorlabs viewport. This will populate the lowest ~ 15
rotational levels of the molecule [223, 224]. In the future, we aim to explore using 2-step
resonant ionization schemes with two different lasers with tunable frequencies, with the
goal of reducing the range of rotational levels populated in the resulting 2?SiO* ion, ideally
populating only the ground rotational state. This could be achieved using a custom-made
injection-seeded Ti:Sa laser for the first step and a grating Ti:Sa laser for the second step,
both of which are currently in our lab. These lasers are similar to the ones used for the
RaF experiment (see Chapter 4), while the latter was used for the first resonant step in the
results presented in Chapter 6.

The quadrupole bender [226] in which the molecules are ionized is located in a CF-160
6-way cross, and is used to bend the resulting SiO™ ions by 90 degrees towards the Penning
trap. Pictures of the quadrupole can be seen in Fig. 5.2 a) and b), while its installation in
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Figure 5.2: a) Assembled quadrupole bender. On each of the four faces, one of the aluminum
plates has a pin to which a voltage can be applied. b) Assembled quadrupole bender with
the top part removed. The four quarter cylinders used for bending can be observed. c)
Quadrupole bender installed in the CF-160 6-way cross, with all the in vaccum electrical
connections. The ions will come from the right, where we also see located the holder for
the skimmer. In the current setup, a nipple was placed between the source chamber and
the quadrupole bender; thus, the skimmer holder is further away from the bender and right
before the nipple.

the vacuum chamber is shown in Fig 5.2 ¢). As shown in Fig. 5.2 b), the bender contains four
quarter cylinders used for bending, each of them with an independent voltage connection.
On each face of the quadrupole bender, there are also three plates in an Einzel lens setup,
i.e., two of them are grounded while the middle one has its own voltage connection (Fig. 5.2
a)). These can be used to fine-tune the shape and focus of the ion beam if needed. After
that, along the beamline, we have a manual valve to separate the interaction region from
the source (not shown in Fig. 5.1) and two CF-160 6-way crosses that will host ion optics
to better guide the ions toward the trap. As we only need one ion in the trap, SIMION
electrostatic simulations showed minimal constraints on the parameters needed for such ion
optics. Further simulations and ion optics design are currently in progress.

The ions then enter the magnet/trap region. We use a liquid-cryogen-free, supercon-
ducting magnet produced by SuperConducting Systems (the superconducting coils are cooled
conductively using a Cryomech PT415 pulsed-tube cryocooler). The magnet can reach any
value of the magnetic field between 0.05 T and 3 T. A passive ferro-shimmed tube placed
inside the magnet bore is used to achieve higher magnetic field homogeneity at the center of
the magnet for a prespecified magnetic field strength (around 1.5 T in our case). This tube
is made of small iron plates placed in such a way as to cancel higher-order harmonics in the
field generated by the main superconducting coil. This should achieve a field homogeneity
of < 2 ppm in a 50 mm sphere at the magnet center. If needed (e.g., for using a different
molecular ion and hence a different magnetic field strength for the energy levels crossing),
a new ferro shim tube suitable for the new value of the magnetic field can be made upon
request from SuperConducting Systems. For our experiment, to test different energy level
crossings (see Fig. 1 in Article 5), we would need to change the magnetic field over a range
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Figure 5.3: a) Full holder setup for the Si rod. At the bottom, we have the motor, which
is connected with an aluminum rod to a CF-35 rotating feedthrough. The feedthrough is
then directly connected to an aluminum rod with a cylindrical hole, with a slit through the
middle at the other end and with a diameter approximately equal (but slightly bigger) to
the diameter of the Si rod. At that end we also have a ring clamp used to fix the rod in
place once inserted in the cylindrical hole. b) View of the Si rod holder from outside the
flange, together with the custom-made holder for the motor itself.
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of ~ £200 G. The magnetic field can be easily changed, with a resolution of ~ 2 G, using a
user-interface, which, according to the manufacturing company, would change the previously
mentioned uniformity from 2 to 5 ppm, for the same ferro-shimmed tube. To reduce this
and achieve a better control over the mangetic field (ideally at the 1 mG level) around a
certain energy levels crossing, an additional resistive shim coil tube was added inside the
ferro-shimmed tube. This new tube contains a "By coil", able to change the magnitude at
the center by £5 G, as well as a “Bsy coil” and a “ By coil”, used to correct for higher order
field inhomogeneities. With these, the expected field uniformity at the magnet center should
be ~ 1 ppm in a 50 mm sphere. Note, however, that in our case, the ion will be in a region
< 1 mm? at the trap center, so the uniformity is expected to be significantly higher than
this [91]. Work towards mapping the magnetic field at the magnet’s center is underway. The
Penning trap itself will be described in more detail in Sec. 5.4.3. Initially, multiple ions will
end up in the trap. We can ensure that only one is left in the end using the evaporative
cooling technique [227|. The Penning trap used for measurement will be connected to a
cryogenic resonant circuit, kept at a temperature of ~ 1 K, and the ion’s three motional
degrees of freedom will be brought in thermal equilibrium with this circuit, after which the
resonant circuit will be decoupled (e.g., by changing its resonant frequency or its Q-factor)
[91].

Figure 5.4: Custom-made piece for creating SiO molecules by combining the plume resulting
from the Si rod ablation and the gas mixture produced by the solenoid valve. The rod is
placed in the indicated curved region of the piece, with the direction of the ablation laser
marked. The gas from the valve will flow along a cylindrical hole perpendicular to the
direction of the ablation. The piece will be directly attached to the solenoid valve using the
four holes on the big diameter. Annotation thanks to H. Kakioka.

As mentioned above, at this point, several rotational energy levels are expected to be
populated. Therefore, we need to perform rotational cooling to populate only the lowest
rotational level of the molecule. Ref. [224] showed that optically pumping to the lowest
rotational level is possible with a fidelity of 94(3)% for 2*SiO, and a similar value is expected
for 29Si0. In our case, we want to initially populate the positive parity state close to the
crossing, so care must be taken to ensure this is achieved before the measurement begins.
To make sure we are not populating the N = 1 state, we could drive transition to the N =0
or N = 2 rotational states in the B2 T electronic level [228], followed by a second transition
to the autodissociative C?II electronic state [224]. The molecule will dissociate if starting
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from the N = 1 state but not from the N = 0 one. This can be done before the evaporative
cooling stage, and we expect the remaining molecules to be in the N = 0 rotational state
with high probability (> 95%). This level is further split into four spin-rotational /hyperfine
components: |mg, mr,my) = |+1/2,—1/2,0) and |+1/2,+1/2,0) with an energy of ~ By,
and a splitting between them of ~ 400 MHz and |—1/2,—1/2,0) and |[+1/2,+1/2,0) with
an energy of ~ — By and a splitting between them of ~ 400 MHz. Given the large splitting
between them, the other levels besides the one of interest can be selectively excited, and
then the molecule dissociated as above, leaving only molecules in the desired energy state in
the trap. As we need only one molecular ion in this state per measurement cycle, we expect
this to be easily achieved with > 90 — 95% fidelity [55].

At this point, the molecule is in the desired internal spin-rotational /ground state, and
its motional degrees of freedom are cooled down. We then apply a "kick" to the molecule,
for example, by increasing the voltage on one of the trap electrodes (e.g., Ref. [229]),
which represents the beginning of our measurement protocol, as described in Sec. 5.2. In
the end, we apply the same "kick" in the opposite direction to bring the molecule back
to the trap center and check the population transfer to the other parity state using state-
selective dissociation. We can investigate if the molecule was dissociated by checking if the
trapped ion’s mass corresponds to 2?SiO™ or one of its dissociation products. If we induce a
dissociation, we repeat the whole process described above, starting from the ablation source.
Otherwise, we keep the ion trapped, confirm it is in the right spin-rotational level and redo
the measurement without any new loading cycle.

On the other side of the magnet, we will have a CF200 6-way cross, which will host
the cryocooler (SRDK-415 Ultra Low Vibrations Cryocooler system from ColdEdge) used to
cool down the Penning trap and the associated resonant circuit and amplifiers. Currently,
this chamber hosts a MagneTOF ion detector (from ETP Ion Detect, model 14925) for initial
beam tuning tests inside the magnetic field (not shown in Fig. 5.1).

5.4.2 Ion Source

For the first version of our experiment, we are planning to use 2?SiO* molecular ions
[55]. The SiO molecules will be produced as follows. First, a high power, 532 nm Nd:YAG
laser is used to ablate a Si rod (0.25” diameter, 3” length, 6N purity, from ESPI Metals).
The rod is attached to a feedthrough that allows it to rotate using an external motor (see
Fig. 5.3). This ensures that different regions on the rod are ablated uniformly, and thus, the
rate of SiO production varies less over time compared to the case of always ablating the same
spot. The ablation is done through a 1 mm diameter hole in the custom-made aluminum
piece shown in Fig. 5.4, while the rod will be placed in the curved region of the same
piece, almost in contact with the piece itself. This is needed such that the rod can rotate
freely while making sure the ablation plume is forced to move through the mentioned piece
cylindrical holes as described below. The piece also contains a 1.2 mm diameter hole along
the direction perpendicular to the ablation, and the two holes intersect in the region where
the ablation plume is expected to be produced. This ensures that some of the ablation plume
will be forced to exit through this second hole. Right after the ablation (the optimal delay
will be determined in practice), a solenoid pulsed valve (not shown in Fig. 5.1) will release
a gas mixture of NoO (5%) and Ar (95%) which will overlap with the ablation plume inside
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Figure 5.5: a) Flange containing the source for the experiment. The gas connection (DN40CF
LIQUID FEEDTHROUGH 1 x 1/4" TUBE / SWAGELOK FITTING from LEWVAC) and
the two SHV connections to the valve are shown. b) MOSFET switch and corresponding
electrical connections used to control the solenoid valve.
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the second cylindrical hole. The NoO gas will react with the Si, producing, among others,
Si0, while the Ar gas will cool down the rotational and translational degrees of freedom
through a supersonic expansion. Previous studies [225] showed that this design should lead
to rotational temperatures around ~ 20 K, which is enough as the starting point of our
experiment. The pulsed valve is controlled using a high power (400 W) MOSFET shown
in Fig. 5.5 (together with the electrical connections to the pulsed valve). A voltage of at
least 15 V is needed to trigger the valve, while an independent input sets the repetition rate
and the length of each pulse using a TTL signal, both of which are used as inputs to the
MOSFET, as shown in Fig. 5.5 b). The best pulse length and amplitude values will need to
be optimized experimentally. The MOSFET output is then sent to the two connections of
the pulsed valve, whose outside vacuum feedthroughs are shown in Fig. 5.5 a). The entire
ion-source setup and its installation in the source chamber are shown in Fig. 5.6.

Figure 5.6: a) Assembled ion source setup. On the left, we have the Si rod holder (1) and
the rod itself (2). This is close to the piece used to mix the ablation plume with the gas
(3) from the solenoid pulsed valve (4). This piece is attached to the valve, held in place
by a custom-made T-shaped piece (5) directly connected to the stainless steel flange. The
electrical connections to the valve and the bellow used to connect the valve to the gas source
are shown. b) Ion source setup placed inside a CF-160 flange. The setup was designed such
that the gas is produced along a line passing through the skimmer located in front of the
valve, also shown in this figure.

5.4.3 Penning Trap Theory and Simulations

The Penning trap is the main tool behind our measurement strategy. A Penning trap
is a device that uses electrostatic and magnetostatic fields to trap ions in 3 dimensions [90,
91]. In its simplest, hyperbolic form, it contains a ring electrode and two endcap electrodes,
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as shown in Fig. 5.7 a). The confinement along the axial directions, which we will consider
to be along the z axis of the laboratory frame and along the magnetic field direction, is
achieved by a quadrupolar potential of the form [90, 91]:

02 T‘2
U(T’, Z) = UO@ <Z2 - 2) y (520)

where Uj is the voltage difference between the ring electrode and the end caps, C5 is a
dimensionless parameter, d is a characteristic trap length defined as:

(5.21)

where rg is the trap radius, zp its half length along the z-axis and r = /a2 + y? is the
distance in the radial direction (perpendicular to the magnetic field direction). The radial
trapping is achieved by the application of a large magnetic field (on the order of 1 T) along
the axial direction, which leads to the existence of a Lorentz force:

FLo=q7 x B, (5.22)

resulting in a free-space cyclotron frequency of the ion of:

we = LB, (5.23)
m

where g and m are the charge and mass of the trapped particle. In the end, the ion trajectory
becomes a superposition of three oscillatory motions (Fig. 5.7 b)), which can be calculated
from the differential equation [90, 91]:

qBy yg.c g UGy v

f m 0 m 2d2

Note that this formula is classical and non-relativistic. This approximation is suitable for our
experiment where the ion velocity is expected to be on the order of a few thousand meters
per second while the expected quantum numbers at our temperature (~ 1 K) are on the
order of 10%. Extending this formalism to the relativistic or quantum regime can be done
straightforwardly [90]. From Eq. 5.24, we obtain a frequency for the axial motion given by:

w, =1/ % U;SQ, (5.25)

which is decoupled from the radial motions. In the radial direction, we obtain two indepen-
dent oscillatory motions with frequencies given by:

= 0. (5.24)
—2z

we 1
wy = — £ —y/w? — 22 5.26
=5 EoVW : (5.26)
The lower frequency among the two, w_, corresponds to the so-called magnetron motion,
while w, corresponds to the modified cyclotron motion. Overall, these three modes lead to a

relatively complicated ion trajectory in the Penning trap, as shown in Fig. 5.7 b). However,
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as mentioned in Sec. 5.2, in our case the goal is to reduce the radial amplitude as much as
possible, in order to reduce the effect of the AC Stark shifts. Thus, the trajectory of the ion
can be thought of, to a good degree of approximation, as a simple harmonic motion in the
z-direction. The stability criterion for the Penning trap follows from the requirement that
the radial motion frequencies are real, which means:

we > V2w, (5.27)

By > |2 Y (5.28)
q d&

One important relationship among the trap’s eigenfrequencies is given by:

which is equivalent to

2 =w? +w +uw, (5.29)

w, =
which implies that measuring the three frequencies of an ion allows the extraction of the
free space cyclotron frequency, which facilitates, using Eq. 5.23, to precisely measure the
magnetic field using an ion with known mass and charge (e.g., 1*C). This could also be used
to calibrate the magnetic field in our experiment. The advantage of Eq. 5.29 is that it
holds even when imperfections are present, such as machining errors on the electrodes or
misalignments between the magnetic and electric fields [90, 230].

Finally, the energies of the three modes are given by [90, 231]:

1

E, = §mwgz72nax
1 2.2 1 99

By = M\ Wl ™ WeTy (5.30)
1 1 1

E_= 3m <w37‘2 — 2@37{) ~ _meiri,

where 2,,,, is the amplitude of the axial motion and r, and r_ are the radii of the modified
cyclotron and magnetron motion, respectively. It is worth noting that, while the axial and
modified cyclotron frequencies have energies that decrease with the radius, thus, extracting
energy from the system brings the ion towards the central region of the trap, the magnetron
radius increases with decreasing energy.

While the conventional shape of a Penning trap is the one shown in Fig. 5.7 a), such
a shape can pose several practical issues [91, 231]. Machining parabolical electrodes and
aligning them with high precision so that the electric field felt by the ion is as quadrupolar
as possible can be very challenging. This shape can also lead to significant limitations in
terms of laser access, which is a major issue for our setup. Moreover, even if a trap with this
shape is used, a perfect quadrupolar field can be achieved only for infinitely long electrodes.
A commonly used alternative is that of a cylindrical trap, which can overcome most of
the issues present in a parabolical trap [91, 231]. While such a trap can be, in principle,
implemented with only three electrodes, most experiments use five or seven electrodes, some
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a) Upper endcap

4B

o

Ring electrode

Figure 5.7: a) Classical design for a Penning trap containing two endcaps and a ring electrode.
b) Trajectory of an ion inside a Penning trap (black). The three individual degrees of freedom
of the ion are shown in red (axial motion), green (modified cyclotron motion), and blue
(magnetron motion). Amplitudes of the three motions are amplified for display purposes
and not shown to scale. ¢) Cylindrical trap with seven electrodes. The naming convention
for the voltages and dimensions of the electrodes is shown.
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of which can be used for correcting various imperfections, thus leading to a more quadrupolar
field at the center of the trap [91, 231]. Such a seven electrodes trap, together with the labels
for electrodes lengths and voltages, is shown in Fig. 5.7 ¢). However, even if using such a trap
can significantly reduce experimental challenges compared to a hyperbolic one, one still has
to deal with an imperfect potential at the trap’s center. In general, the potential experienced
by the ion can be expanded in terms of Legendre polynomials, P,(cos#) as [90, 91, 231]:

V(r,8,z) UO ZC" (—) P,(cos®), (5.31)

where U is the potential difference between the central electrode and the grounded endcaps,
C,, are expansions coefficients, and d is the characteristic length of the trap. In the ideal
case, we want C,, = 0 for n > 2, as higher order terms in the potential expansion can lead
to energy-dependent frequency shifts, limiting the precision of our measurements. Note that
due to the mirror symmetry of the setup (ignoring possible slits in the electrodes), the odd
coefficients are identically zero. Therefore, it is important to design a trap such that the
higher order even coefficients in Eq. 5.31 are as close as possible to zero.

[, 0.5723 mm
I 1.1456 mm
le, | 1.9575 mm
Ua | -34.684941 V
Uy | -29.351721 V

Table 5.1: Parameters of the optimized Penning trap setup: lengths of the central ring
electrode, [, and the two corrections electrodes, l.; and l., and the voltages applied on the
correction electrodes, U, and U,,.

As previously mentioned, the trap we use contains seven electrodes, as shown in Fig.
5.7 ¢): a central electrode, two upper and two lower correction electrodes, and two end
cap electrodes. The diameter of the trap’s electrodes was fixed to 6 mm, which was small
enough in order to allow the reading of the ion motion using a resonant circuit but large
enough to reduce the effect of trap imperfections, patch potentials, and image charge shifts
(which scale as %, where 7 is the trap’s radius) [55, 91]. The spacing between electrodes
was also fixed to 0.14 mm, according to Ref. [231], and the voltage on the central electrode
was fixed to -36 V to reach close to the maximum value of the axial frequency allowed by
the Penning trap stability criterion, Eq. 5.27. This is needed for the AC Stark interference
technique, as described in Sec. 5.2. The length of the end cap electrodes was also fixed at 20
mm and was assumed to be grounded. The length and voltages of the other electrodes, five
parameters in total, were then optimized as described below. Given the cylindrical symmetry
of the problem (ignoring any vertical slits and assuming that the endcap electrodes are long
enough, ideally infinite), this optimization can be performed analytically [232-235|. Given
that we have five parameters to optimize for: the length of the central electrode, I, and
the lengths and voltages of the two correction electrodes, l.1, U, l.o and U, one can in
principle aim to bring Cy, Cg, Cs, C19 and C'5 as close as possible to zero. However, one
other thing we need to account for is the C5 parameter to be independent of any changes in
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voltages made to the corrections electrodes, which are expected once the trap is implemented
in practice. Therefore, one can write:

Ua Uea

Cy = Doy —— 4 Day—

2 27 27

and aim to minimize D) = Dy I{j: + Das [[]jf in addition to Cy, Cs, Cg, Cyp, without any

explicit constraints on Cha. See Ref. |231] for deriving the analytical expressions for these

parameters, expressions used in our custom-made optimization program in Python. In the

end, the minimized function in our case was:

+ By, (5.32)

L=C;+C§+Ci+wChy+w DY, (5.33)

where w; ~ 1072 and wy ~ 1073 were weights used to give more importance to the first three
parameters without completely neglecting the final two. The optimization was implemented
in Python 3.8.9 using the Nelder-Mead method of the scipy.optimize.minimize package.

The optimal parameters obtained are shown in Table 5.1 and the final values of the
minimized parameters are: Cy, = —0.60152, C;, = —1.3 x 1072, C5 = 5.0 x 10710, Cy =
—9.3x1071% C1p = =3.9 x 10719 and D} = —4.1 x 1071%. Note that the half-length of the
central electrode is ~ 0.3 mm, which sets the limit on the maximum amplitude kick we can
give the ion when placing it on its axial motion at the beginning of the measurement protocol
(see Sec. 5.2). The suitability of these parameters for creating a quadrupolar potential even
in the presence of slits in the electrodes, as well as the stability of C5 to changes in the
correction electrodes potentials, were confirmed based on independent COMSOL simulations.
The trap for our experiment, built using these parameters, is currently under construction
at the Max Planck Institute for Nuclear Physics in Heidelberg, Germany. The electrodes
will be made of copper, with a 10um layer of gold deposited on top. In between the copper
and gold, a 2um layer of silver will also be deposited to act as a diffusion barrier between
the copper and gold. The resulting frequencies for this trap are: 5= = 354 kHz, 3—; = 311
kHz, 5~ = 201 kHz and §° = 512 kHz.

5.5 QOutlook

The first step toward measuring NSD PV effects in a molecule is to test our SiO source.
As we expect to produce ions (and not only SiOT), we can use these to adjust the various
electrostatic optics in our setup, such as the focusing lenses and the quadrupole bender. We
also have the possibility to accelerate the ions to a few keV of energy, which would allow
us to perform a time-of-flight measurement. This could tell us about the amount of 2*SiO*
ions produced directly from the source. It should be mentioned that if enough such ions
are produced, and if they are distributed only among the lowest rotational level (ideally
N < 5), we could use them directly for our experiment without the need to perform the
1+1 REMPI step described in Sec. 5.2. At this step, it is worth focusing on optimizing
the various experimental parameters available, such as the ablation laser power, timings of
the pulsed valve, gas pressure, and voltages on the electrodes to maximize the number of
produced ?°SiO* ions.
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If this number is considered not high enough for future measurements, the next step
is the implementation of the 1+1 REMPI scheme from Ref. [223]. Again, we will aim
to maximize the number of produced 2°SiOT ions. As we have laser access through the
quadrupole bender, we can, in principle, also perform in-flight, collinear laser spectroscopy
on these ions to measure the distribution of their population among the rotational levels.
This can be done by exciting the X?%+ — B2X* transition using our ~ 20 MHz linewidth
injection seeded Ti:Sa laser (see Chapter 4 and 5.2) followed by laser excitation to the auto
dissociative state 2211 using, for example, our Ti:Sa grating laser (see Chapters 4 and 6) and
then detecting the resulting products.

On the Penning trap side, we are currently working on mapping the magnetic field
inside the magnet and its temporal stability using an NMR probe. The designed Penning
trap and the associated resonant circuit (see Sec. 5.4.3) are currently being built at the Max
Planck Institute for Nuclear Physics in Heidelberg, Germany, and they are expected to be
delivered to MIT in the coming months. Once they arrive and are installed inside the magnet,
the next step is to perform the first ion trapping. This will allow us to calibrate the various
voltages on the trap electrodes to reduce the higher order terms in the electrostatic potential
(see Sec. 5.4.3), as well as to map the magnetic field with higher precision than just using
an NMR probe. It will also facilitate a better alignment of the trap with the magnetic field
axis. All these can be achieved by exciting one of the ion’s motional modes and measuring
the frequency of the mode as a function of motional amplitude using the resonant circuit.
In the ideal case, no dependence of the frequencies on the motional amplitude should be
observed [90, 91, 231].

Once these preliminary tests are done, we can begin our first measurements. Our first
goal is to prove that we can control the various energy levels of opposite parity (and hence
the magnetic field) at the level of 10 Hz. Once the levels are close enough, ideally ~ 100
Hz apart, we can aim to measure induced population transfer between them due to external
electric fields as a function of various parameters, such as spacing between the levels or
magnitude of the external field. For this proof of principle, both the radial and axial electric
fields can be used, as well as both 2*SiO* and 2°SiO*. This should also allow us to measure
the dipole moment of SiO" as described in Sec. 5.3.

Once this is achieved, the next step is to attempt an actual PV measurement using
2G8i0*. Based on the discussion in Sec. 5.3, we expect a measurement at the 10% level
for the W (and hence n) parameter in about one week of total measurement time [55].
Once this is achieved, the next goal is to extend our measurement to other molecular ions
of interest, TIF* being a promising candidate, as mentioned in Sec. 5.3. This method
can also be applied to light isotopes, whose properties can be calculated with much higher
accuracy and thus provide a stronger comparison between experiment and theory [12, 236].
Using diatomic molecules for such measurements might require magnetic fields beyond the
current technological capabilities [31], but using polyatomic molecular ions could represent
a feasible alternative [43, 237|. Finally, the Penning trap temperature could be further
reduced from ~ 1 K down to 10 — 100 mK [238-240] or as low as ~ 1 mK [241, 242]
using already demonstrated cooling techniques, which could reduce the uncertainty on the
measured physics parameters of interest by as much as two orders of magnitude compared
to the calculations performed in Sec. 5.3 [55].
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Chapter 6

Towards Measurements of
Sub-Millisecond Lifetime Radioactive
Isotopes

Collinear laser spectroscopy has proved to be extremely successful over the past few
years, allowing us to measure the electromagnetic properties of nuclei at the extremes of
the nuclear chart (see Chapter 4 for details on the CRIS method) [15, 16, 19, 20, 23, 52,
54, 123, 243, 244]. These measurements have played a major role in our understanding
of the nuclear many-body problem, guiding the development of the nuclear theory [11-13,
83-86]. However, despite many successes, state-of-the-art techniques such as the collinear
resonant ionization spectroscopy (CRIS) technique still have various limitations, making it
particularly challenging to apply them in the study of highly reactive (e.g. F), light (e.g. Be,
B) or very short-lived elements, with lifetimes on the millisecond level and below [48, 50, 53,
245, 246|. However, such elements are highly critical in connecting the description of nuclei
with the underlying theory of the strong interaction, QCD [15]. One limitation of the current
CRIS technique (see Chapter 4) [15, 51, 247] is the need for pre-cooling and bunching of
ions. This can take more than 10 ms, which makes the study of some short-lived elements,
produced at low rates, virtually impossible. At the same time, extracting, trapping, and
cooling light elements have additional challenges [246]. One proposed solution is to create
and extract these elements as molecules. After extraction, the desired atom or ion can be
obtained from the dissociation of the molecules. However, during dissociation, the desired
atom/ion can have a large energy spread, on the order of a few to 10’s of eV, preventing
the use of the existing collinear laser spectroscopy techniques [246]. At the same time, the
CRIS method, despite its high sensitivity and selectivity, still has sources of background
that can hinder the study of specific elements or transitions of interest. To list a few, we
can have dark counts due to the ion detector, which can be ~ 20 per minute for some of the
commonly used detectors [51-54], ionization events from states previously excited in non-
resonant processes (e.g., due to collisions inside the bunched beam, with the buffer gas in the
radio-frequency buncher or the charge exchange cell), or two-photon ionization events, with
both photons coming from the ionizing laser [51]. The latter ones are considerably higher
for short wavelength lasers (e.g., 532 nm or 355 nm) due to the large power needed for the
non-resonant ionization step [51-53].
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This chapter discusses the experimental efforts to overcome all the challenges described
above. Article 6 [56], which is added below, contains a detailed theoretical investigation of
a proposed experimental scheme, with the ultimate goal being the study of isotopes with
lifetime below 1 ms and produced in rates as low as 1 per minute. Following the Article, I
will present the progress made towards implementing this proposal in practice, using a novel
setup named Photo-Resonance Excitation and Cavity lonization Spectroscopy Apparatus
(PRECIOSA), together with very encouraging preliminary results. The main idea behind
the experiment is to perform the ionization step in a direction perpendicular to the trajectory
of the atoms. This would lead to a well-defined ionization region with a length below 1 cm,
in contrast to the current CRIS technique where the interaction and ionization regions are
larger than ~ 1 m [51], which can allow an efficient collection of the produced electrons.
This has several major implications for the sensitivity of the experiment. On the one hand,
performing a coincidence measurement between the produced ions and electrons obtained
during an ionization event can significantly reduce the non-resonant background. At the
same time, by performing the ionization inside an electric field and recording not just the
time but also the position where the ions and electrons hit two independent position-sensitive
detectors, one can reconstruct the initial energy of the atom before ionization, on an event
by event-basis [53]. This means that a Doppler correction of the laser frequency to the rest
frame of the atom can be performed for each atom individually, thus bypassing the need to
cool down the whole ion bunch /beam. Bypassing the cooling step would, therefore, extend
the reach of our experimental capabilities to very short-lived and reactive elements. Finally,
one can further reduce the background of this technique by measuring the energy of the
electrons and thus discarding events in which the electrons are ionized from a level different
from the one of interest or are produced from a non-resonant multi-photon process. This
can be achieved by using a Velocity Map Imagning (VMI) device [248-253| as described in
detail in Sec 6.3. Thus, combining some or all of these techniques can allow us to overcome
the current limitations of the CRIS approach, enabling the study of nuclei further away from
the valley of stability [15, 53].

6.1 Article 6: Precision Spectroscopy of Fast, Hot, Exotic
Isotopes Using Machine-Learning-Assisted Event-by-
Event Doppler Correction

This article (S.-M. Udrescu, D. A. Torres, and R. F. Garcia Ruiz, “Precision spec-
troscopy of fast, hot, exotic isotopes using machine-learning-assisted event-by-event Doppler
correction”, Phys. Rev. Res. 6, 013128 (2024)) presents the proposal of a novel experiment
aiming to study specific short-lived isotopes (lifetimes < 1 ms) of high interest for nuclear
structure, astrophysics, and even new physics searches, expected to be produced at the var-
ious radioactive ion beam facilities worldwide, such as FRIB [48], ISOLDE [49] and RIKEN
[50]. Many short-lived, light elements, already produced in these facilities, are currently out
of reach for the existing laser spectroscopy techniques. For this article, published in Physical
Review Research (2024), I performed all the theoretical calculations and numerical simula-
tions, I prepared all the figures and wrote the different drafts of the manuscript, including
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the initially submitted version and subsequent revisions. I was in charge of the submission
process.

Reprinted in full with permission from S.-M. Udrescu, D. A. Torres, and R. F. Garcia
Ruiz, Physical Review Research, 6, 013128, 2024. Copyright 2024 by the American Physical
Society.
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Precision spectroscopy of fast, hot, exotic isotopes using machine-learning-assisted
event-by-event Doppler correction
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We propose an experimental scheme for performing sensitive, high-precision laser spectroscopy studies on
fast exotic isotopes. By inducing a stepwise resonant ionization of the atoms traveling inside an electric field
and subsequently detecting the ion and the corresponding electron, time-, and position-sensitive measurements
of the resulting particles can be performed. Using a mixture density network, we can leverage this information
to predict the initial energy of individual atoms and thus apply a Doppler correction of the observed transition
frequencies on an event-by-event basis. We conduct numerical simulations of the proposed experimental scheme
and show that kHz-level uncertainties can be achieved for ion beams produced at extreme temperatures (> 108 K),
with energy spreads as large as 10 keV and nonuniform velocity distributions. The ability to perform in-flight
spectroscopy, directly on highly energetic beams, offers unique opportunities to study short-lived isotopes with
lifetimes in the millisecond range and below, produced in low quantities, in hot and highly contaminated
environments, without the need for cooling techniques. Such species are of marked interest for nuclear structure,

astrophysics, and new physics searches.

DOI: 10.1103/PhysRevResearch.6.013128

I. INTRODUCTION

With the advent of new radioactive beam facilities world-
wide, short-lived nuclei that hitherto have only existed in
stellar explosions are being created artificially in the labora-
tory, extending our exploration of the nuclear chart to extreme
proton-to-neutron ratios [1-3]. These unstable isotopes, typi-
cally with lifetimes of just a fraction of a second, are critical
for our fundamental understanding of nuclei and nuclear mat-
ter [2]. The major challenge of current experimental nuclear
physics is to develop sensitive and precise techniques to en-
able the study of these exotic isotopes, commonly produced
at high temperature and with yields of just a few isotopes per
second [1-3].

Laser spectroscopy has long been established as an im-
portant tool for studying the properties of unstable nuclei
[2]. This technique allows the extraction of nuclear spins,
electromagnetic moments, and changes in the nuclear root-
mean-square charge radii [2,3]. These observables are key for
understanding the atomic nucleus and guiding developments
of nuclear theory [4-10]. To extract nuclear properties from
atomic spectra, high experimental sensitivity and precision are
critical. Laser cooling and trapping techniques represent some
of the most precise experimental methods [11,12], but they
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are not universally applicable to all elements of the periodic
table and cannot be employed directly to study short-lived
nuclei, typically produced at high temperatures, high energies
(>30 keV), and with subsecond lifetimes [2].

A highly successful approach to overcome these chal-
lenges is the collinear laser spectroscopy technique applied
on bunched ion beams [13]. Unstable isotopes, typically
produced from nuclear reactions, can be mass separated as
ions, trapped, and then cooled in gas-filled radio-frequency
ion traps [13,14]. Buffer gas collisions are then used to reduce
the temperature of the initial beam down to the tempera-
ture of the gas. These methods have allowed high-precision
measurements of a wide range of radioactive nuclei [2] and
have recently been extended to study radioactive molecules
[15-18]. However, the lifetime of the systems that can be
studied with such experiments is limited by the cooling and
trapping time, which are typically on the order of tens or
hundreds of milliseconds [13]. Moreover, trapping becomes
impractical when large amounts of contaminants are present,
overfilling the trap, and preventing the capture of the ion of
interest. New-generation radioactive beam facilities, such as
the Facility for Rare Isotopes Beams (FRIB) [19] in the U.S.
and RIKEN in Japan [20], are already producing isotopes
at the extreme of stability, but due to their short lifetimes
(<5 ms) they cannot be studied with the current laser spec-
troscopy techniques. Therefore, spectroscopy methods that
could be directly applied to fast, hot, short-lived isotopes need
to be developed [21,22].

Here, we propose a simple, versatile method for perform-
ing high-precision laser spectroscopy studies of fast atomic
beams in a way that allows the energy of the atoms of in-
terest to be measured in flight on an event-by-event basis.

Published by the American Physical Society
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By performing coincidence measurements of the resonant
ions and ejected electrons produced during a resonant laser
ionization process, the vector velocity of each initial atom
can be reconstructed, enabling accurate measurements of the
transitions of interest. This setup would enable precision laser
spectroscopy measurements directly on isotopes produced by
in-flight reactions, with energy spreads as large as 10 keV and
lifetimes bellow one millisecond or on ions produced after
molecular breakup reactions. We demonstrate that precision
measurements can be achieved even for arbitrary energy dis-
tributions of the initial particles, without the need for cooling
mechanisms.

To highlight the broad applicability of our proposed
method, we present three different physics scenarios:

(i) Atomic spectroscopy of Sn isotopes. Sn is the element
with the largest number of stable isotopes (ten). Precision
isotope shift measurements over this long isotope chain could
provide complementary studies to constrain the possible exis-
tence of new fundamental forces and particles [23]. Having a
proton magic number, Z = 50, Sn isotopes possess a relatively
simple nuclear structure and thus exhibit reduced sensitivity to
Standard Model effects, such as nuclear deformation [23,24],
facilitating a clear identification of any new physics signals.

(ii) Charge radii measurement of Boron isotopes. Located
along the proton drip-line, the 3B isotope is of particular
interest for nuclear structure studies, being a main candidate
for displaying a proton halo [25-28]. This behavior would
manifest as an increased value of the charge radius of 8B,
which can be extracted, in a model independent way, through
isotope shifts measurements. ®B is also of interest for solar
neutrino physics [29,30]. Its production in the sun, through the
proton capture on a 'Be nucleus, is accompanied by a high-
energy neutrino emission [26,29]. The rate of this process
depends on the structure of the ®B nucleus [26,29,30]. Despite
having a relatively long lifetime (r = 770 ms) its spectro-
scopic investigation has not been possible so far, mainly due
to its high reactivity in forming molecules, and the low effi-
ciency of deceleration and trapping for elements with small
mass [28].

(ili) Charge radii measurements of Ni isotopes at the
extreme of stability. With both neutron and proton magic num-
bers at N = 20 and Z = 28, respectively, “Nji is of marked
interest for nuclear structure and the study of exotic nuclear
phenomena at the edge of stability [31,32]. Although this iso-
tope can be produced at the current radioactive beam facilities,
its short lifetime (r = 2.1 ms) prevents its study using avail-
able laser spectroscopy techniques. **Ni is the mirror nucleus
of the stable doubly magic “*Ca, hence a measurement of the
nuclear charge radii difference between these two isotopes can
be highly sensitive to constrain parameters of the equation of
state of nuclear matter [33].

II. EXPERIMENTAL APPROACH

A schematic of our proposed method is shown in Fig. 1.
An ion beam, whose energy and energy spread depend on
the isotopic production mechanism, is neutralized in-flight
and then sent towards the experimental interaction region.
There, after the non-neutralized ions are removed, the remain-
ing atoms are overlapped collinearly with a continuous-wave

Position-sensitive
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I
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FIG. 1. Illustration of the experimental setup. The neutral atoms
resulting from the neutralization process (not shown) enter the in-
teraction region where they are excited to a higher-lying electronic
state by a collinear laser (I). The excited atoms are then ionized
by a standing-wave laser inside an optical cavity (II). The resulting
electrons are detected by a position-sensitive detector located above
the ionization point (III), while the ions continue their trajectories in
the electric field produced in between two parallel plates, until they
reach a second position-sensitive detector (IV). The direction and
magnitude of the electric field experienced by the ions is shown in
light blue.

laser, such that they are resonantly excited to a particular
electronic state. The laser power and beam diameter will de-
pend on the properties of the atomic beam under investigation,
such as its spatial and energy spread. After this, the atoms
can be ionized by a different continuous-wave laser beam,
perpendicular to the atoms’ propagation direction. As this
second step can be a non-resonant process, power densities on
the order of tens to thousands of kW /cm? can be required for
efficient (50% — 100%) ionization [34]. This can be achieved
by using a standing-wave laser built inside an optical cavity
[35]. Similar to the excitation step case, the ionization laser
beam diameter will depend on the properties of the atomic
beam. We expect that a diameter of a few mm [35] will be
suitable for an effective ionization. Below we briefly describe
possible experimental implementations for the study of the
considered isotopes:

@) Singly charged '2°Sn ions can be produced by laser
ablation at relatively low energies in large amounts (>10°
ions/s). This element can be neutralized with high efficiency
by collisions with alkali metals [36,37]. To highlight the abil-
ity of our proposed method to perform precision experiments
on ion beams of large energy spread, we assume an initial
energy of 10 £ 1 keV.

(ii) ®B isotopes can be produced by impinging a °Li
beam on a 3He target [38]. After passing through a gas
catcher, significantly reducing their energies, 5B emerges
mainly as molecular ions, which then enter an radio frequency
quadrupole cooler and buncher [28]. From here, the molecular
ions can be sent towards the interaction region with an energy
on the order of tens of keV, a cross section of a few mm, and
an energy spread of <1 eV [14,28,39—-41]. The molecular ions
can be passed through a nanometer-thin carbon foil [28] to
cause molecular breakup and produce the desired atoms of
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8B. The energy of the resulting beam, as well as its charge
state, depends on the initial energy of the molecular ions as
well as the thickness of the carbon foil [28,42]. For an output
energy on the order of 1 keV, 90% of the output beam can
contain neutral boron [28,42]. In our setup, such a carbon foil
can be placed a few centimeters in front of the interaction
region with ionization laser. This ensures that the optical
cavity performance is not affected (the radius of the laser
beam inside the ionization cavity is expected to be <5 mm)
and that the resulting 3B ions are deflected from the neutral
beam. The energy spread of the 8B atoms is expected to be on
the order of the molecular dissociation energy, which can be
in the range of 1 to few tens of eV [43]. Here, we assume a
conservative value of 100 eV energy spread for the ®B atomic
beam, ending up with a total energy of 1000 £ 100 eV. Given
the proximity of the carbon foil to the ionization point, as well
as the higher longitudinal (along the beamline axis) energy
(~1000 eV), relative to the transverse energy (<100 eV), the
spatial spread of the ions is expected to be on the order of
one centimeter, thus most of the ions can be overlapped with
the laser beams. Assuming an excitation laser linewidth of
100 MHz [34], an overall efficiency of ~0.1% can be expected
[2], defined as the number of ®B ions detected in coincidence
with their respective electron after ionization, over the number
of atoms produced after the interaction with the carbon foil.
(iii) **Ni isotopes can be produced by in-flight nuclear
reactions with energies on the order of hundreds of MeV/u
[19,20,44]. This can be reduced down to ~1 MeV by col-
lisions with solid targets [44]. The transverse diameter of
the beam at this stage is expected to be on the order of
a few centimeters [45]. From here, we assume the ion
beam can be decelerated to 100 keV. To maximize the
transmission efficiency during the deceleration step, a cus-
tom deceleration setup needs to be implemented, which will
strongly depend on the initial beam properties and thus re-
quires a detailed experimental investigation for each specific
experimental setup. The energy spread of the beam also de-
pends on the deceleration stages. For the analysis below, we
assume an energy spread of 10% of the total beam energy,
leading to a final value for the the energy of the “*Ni beam to
be 100 £ 10 keV. The produced ions can be highly charged,
thus they need to be neutralized by collisions with a gas
[36] or solid targets [46—48], which can lead to species with
41 or 0 charge states on nanoseconds timescales [46—48].
The optimal neutralization setup as well as its efficiency will
depend on the properties of the initial ion beam. Assuming a
100 MHz linewidth for the first step laser [34], we expect,
given the energy and energy spread considered, an excita-
tion efficiency of 1073, A further reduction in efficiency of
about two orders of magnitude is expected from the laser-
atom overlap, assuming a diameter of the atomic beam on
the order of a few centimeters [45], which is a factor of 10
larger than the expected laser beam diameter. Finally, based
on particle trajectory simulations, we expect a transmission
efficiency higher than ~0.1% to the interaction region dur-
ing the deceleration process to 100 keV. Hence, the total
experimental efficiency, defined as the ratio of the number
of ions detected in the interaction region in coincidence with
an electron to the number of ions produced at ~1 MeV, is
estimated to be higher than 108 for our proposed method.

It should be noted that the efficiency losses are dominated
by the large energy spread and spatial dispersion introduced
during the deceleration process. A detailed investigation of
these effects is beyond the scope of our paper. For comparison
with current techniques, at FRIB [19], the overall efficiency of
decelerating and cooling “Ni isotopes for laser spectroscopy
experiments, such as the BECOLA facility [14], is expected
to be less than 1015, seven orders of magnitude smaller than
the lower limit expected from our proposed method. **Ni is an
extreme example, presented here as a pedagogical illustration
to highlight the orders of magnitude in sensitivity gain that our
proposed method can provide for short-lived isotopes at the
very extreme of existence. Independent developments in effi-
cient deceleration and beam transport should be addressed to
be able to perform any laser spectroscopy measurement with
this isotope. A realistic estimation of the expected rates of
“8Ni requires an experimental characterization of beam prop-
erties and stopping efficiencies at the existing RIB facilities
[19,20,44]. Below we investigate the energy reconstruction
efficiency and resolution for **Ni isotopes, assuming they are
able to reach the interaction region.

The ionization step takes place within the electric field
created between two parallel plates. The voltage between
the plates, as well as their dimensions, will depend on the
energy of the atomic beam. The frequency of the ionization
laser can be selected to either directly ionize the atom to the
continuum or to excite it to a Rydberg state, from where it
can be ionized by the electric field. A position-sensitive de-
tector, located right above the interaction region, can be used
to detect individual electrons produced during the ionization
process [49-51]. The region on the position sensitive detector
where the electrons will be observed is expected to be of
similar size to the diameter of the ionization laser beam. Thus,
a position sensitive active area of ~10 mm would be suitable.
This will allow the extraction of the atom’s initial position and
time at the moment of the ionization. After that, the ion will
move in the existing electric field until it reaches a second
position-sensitive detector, such that the ion’s final position
and time of flight can also be recorded. The diameter of this
position sensitive detector will depend on the energy spread
of the beam and the voltage applied between the two electrode
plates. The location of the two detectors can be chosen such
that virtually all the produced electrons and ions are detected
(up to the intrinsic efficiency of the detectors, which can be
above 80% [52,53]). Using the initial and final position of the
ions, as well as their time of flight, the initial ion velocity can
be inferred as described below.

In the ideal case of a charged particle moving in an uni-
form field created by two parallel plates, one can analytically
compute the particle trajectory and hence extract its initial
velocity. In reality, different experimental uncertainties need
to be accounted for, such as edge effects due to the finite size
of the electrodes or uncertainties in the applied potentials and
geometry of the experimental array. The effect of these un-
certainties can be overcome by using a reference atom with a
well-known electronic transition. To provide a realistic exam-
ple, **Ca and its 'So(4s?) — 3P (4sdp) transition at 657 nm
[54,55] can be used as a reference. For each ionization event,
given the known frequency of the excitation step, Vjaser, as
well as the real frequency in the atom’s rest-frame, Vyeom, the
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ion velocity, v, and thus energy, E can be extracted using the
Doppler correction formula. The uncertainty on the measured
energy for each event is given by dE = m,vc(l — %)%
where dvyon 18 the linewidth of the transition, m, is the atom’s
mass, and c is the speed of light. The experiment will then be
repeated with the atom of interest, labeled as the target atom,
recording its initial and final position, time of flight, and the
laser frequency measured during an ionization event.

For a system of nonrelativistic particles experiencing only
electrostatic fields, two ions with different masses but the
same charge state follow identical trajectories. Moreover, the
time of flight between two given points is related simply by
the square root of the mass ratios of the two species, R =
/m,/m;, where m; is the mass of the target atom. Thus, the
energy of the atom of interest can be obtained by comparing
its time of flight, initial, and final positions with those of the
reference atom. By predicting the energy of each individual
target atom, while knowing the frequency of the laser used
during an ionization event, the transition frequency in the
atom’s rest frame can be obtained on an event-by-event basis
by using a neural network (NN).

As the parameter space of the two species is almost identi-
cal, NN are ideally suited for the task, given their well-known
power of interpolation. The main drawback of standard, feed-
forward NN is that there is no statistically consistent way
of estimating the uncertainties associated with the predicted
values, which is critical for high-precision experiments. To
overcome this challenge, a mixture density network (MDN)
can be used [56]. Similar to regular NNs, MDNss take a vector
as input, which in this case is x = (x;, xy, ) for each indi-
vidual ion, which is then passed through one or more hidden
layers. However, unlike standard NNs, where the output is a
deterministic function of the input, the output of an MDN is
represented by a mixture of Gaussian functions:

N
YX) =Y (RN (1i(x), 0:(x)), (1)

i=1
where ©;(x), 0;(x) and «;(x) are functions learnt during the

NN training, and N is the number of Gaussian components. In
addition, the loss function of an MDN is a log-likelihood loss,

N ai(X) |E — M(X)lz
ﬁ = — 111 (Z (27’: )m/2(7,'(X) eXp [_ ZGi(X)2 ] ’ (2)

i=1

where E is the vector of energies of the training data. Thus,
after training the network using the reference atom measure-
ments, the energy value and the associated uncertainty can be
predicted for each event measured for the atom of interest.

III. RESULTS AND DISCUSSION

To illustrate the overarching capabilities of our approach,
we have selected as the isotopes of interest: 2°Sn with its
transition 3py(5s25p%) — 'So(5s25p?) at 583 nm [23], ®B
with its transition 2P1/2(2s22p) — 251/2(2523s) at 250 nm
[57], and *®Ni with the transition 3F3(4s?) — >Py(4sdp?)
at 255 nm [58], respectively. Precision isotope shift mea-
surements for the isotopic chains of Sn, Ni, and B are of
marked interested for nuclear structures [6,25-27,37,59,60],
nuclear matter [33,61], astrophysics [29,30], and new physics

searches [23,62,63]. These elements have not been laser
cooled yet, consequently, achieving precision measurements
with the current laser spectroscopy techniques is particularly
challenging.

Numerical simulations of electric fields and ion beam tra-
jectories were performed using the software SIMION [64].
To prove our ability to properly reconstruct the correct rest
frame transition frequencies of interest, the ions and electrons
are produced in between the two parallel plates, just below
a position-sensitive detector. The plates are rectangular, of
dimensions 50 c¢cm (along the atoms propagation direction)
x 8 cm. The second position sensitive detector is assumed
to have a diameter of 40 mm for the case of '2°Sn and ®B and
60 mm for the case of **Ni (a diameter of 10 mm is suitable for
the first position sensitive detector in both cases). The distance
between the position sensitive detectors is set to 20 cm for
12080, 11 cm for ®B, and 63 cm for *Ni. These parameters
allow virtually all the simulated ions to be detected. The ions’
initial position is assumed to be distributed according to a
3D Gaussian with a standard deviation of 1 mm. This is a
reasonable value given the laser beam diameters that can be
achieved in high-power optical cavities [35]. The simulations
were performed with a potential difference between the two
plates, located 20 cm apart, of 6 kV for ®B and 20 kV for
120Sn and **Ni. The electrons are assumed to be produced
with nearly zero kinetic energy, which can be achieved by
setting the ionization laser close to the IP of the atom or by
exciting the atom to a Rydberg state and then performing
field ionization. The time-of-flight of the electrons was cal-
culated, resulting in a distribution with a standard deviation
of less than 30 ps, which is below the resolution of typical
position-sensitive detectors (which we assume in this paper to
be 50 ps [52,53]). This uncertainty was added in quadrature
to the time-of-flight uncertainty due to detectors’ resolution,
dt. The uncertainties on the initial, dx; and final, dx; position
are given by the detector’s resolution, which is assumed to
be 10 um. For the reference atom, for each event, a Gaussian
noise of mean zero and standard deviation given by the above-
mentioned uncertainties (dx;, dxy, dt, dE) was added to the
values of the initial and final position, time of flight, and initial
ion energy, which are then recorded. The same steps were
followed for the target atom, except that the initial energy
information was assumed to be unknown.

For our numerical simulations, for each of the two con-
sidered cases, 2 x 10® ions were generated, corresponding
to the reference atom. Half of them were used for training
and the other half for validation, allowing us to optimize the
hyperparameters of the MDN. The MDN used in this work
was implemented in PYTORCH [65] and its architecture is
shown in Fig. 2. It had one hidden layer of ten nodes and one
Gaussian component. This allowed us to achieve the desired
level of prediction accuracy, without using a large number of
model parameters and thus avoid overfitting. The nonlinearity
used for the hidden layer was an exponential linear unit (ELU)
activation function, as suggested in Ref. [66], given by

ifx >0

_ X
ELUG) = {e" ~1 ifx <0, )

The MDN was trained for 6000 epochs with a starting
learning rate of 10~2, which was reduced by a factor of 10
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FIG. 2. Architecture of the employed MDN. The initial (x;) and
final (x¢) positions of the ions as well as their time of flight (t)
are used as inputs (green disks). They are passed to a hidden layer
containing ten nodes (orange disks), each with an exponential linear
unit (ELU) activation function, shown in the magnified view. For
each input, the MDN predicts a mean and standard deviation for the
energy distribution (blue disks), from which the energy of the event
can be sampled.

every 1000 epochs. This learning schedule was chosen based
on numerical experiments using the validation data, being
suitable for achieving the prediction accuracy presented be-
low. To further reduce the risk of overfitting, we used the
Adam optimizer [67], which is a stochastic gradient descent
method, with a batch size of 1024. Using the trained NN,
we predicted the energy and associated rest frame transition
frequency uncertainty for each event of the target atom. Fig-
ure 3 shows the obtained results. For the simulations involving
12081, Fig. 3(a) displays a histogram of the MDN’s prediction
error defined as Epreq — Ereql in €V, having a standard deviation
of 2.3 eV. This is a significant uncertainty reduction relative to
the initial spread of 1000 eV. For ®B, the energy uncertainty
is reduced from 100 eV to 0.4 eV [Fig. 3(c)], while for BN,
the energy uncertainty was reduced from 10 keV to only 77 eV
[Fig. 3(e)]. In all three cases, ~95% of the MDN’s predictions
are within two standard deviations from the true energy value,
proving the reliability of the MDN’s estimation of individual
energies and associated uncertainties.

Using the predicted mean and standard deviation of the
energy, as well as the laser frequency used when an event
was observed, we can calculate the transition frequency in
the rest frame of the target atom, together with its associated
uncertainty on an event-by-event basis. In our simulation,
this is done as follows. For each event, we sample the true
rest-frame frequency using a Lorentzian distribution with
mean and linewidth given by the transition of interest men-
tioned above. We Doppler shift it to the laboratory frame
using the real energy of the ion, taken from SIMION, thus
obtaining the laser frequency at which the given event was
observed. Finally, we Doppler correct back to the ion’s rest
frame using the MDN predicted energy. The final value of the
transition, obtained from N measured events, will be given
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FIG. 3. Results of the energy and frequency reconstruction. The
predicted energy error for 2°Sn over all events is normally dis-
tributed with a standard deviation of 2.3 eV (a). This corresponds to
an event-by-event reconstructed rest frame transition frequency with
an error around 2 MHz when 100 target atoms events are detected,
which is further decreased to only 2.5 kHz for 10® events (b). For
8B, an energy spread of 0.4 eV is obtained (c), corresponding to
an uncertainty on the rest frame transition frequency of ~1.2 MHz
for 10* events (d). For **Ni, the energy uncertainty is reduced to
77 eV (e), leading to a reconstructed rest frame transition frequency
uncertainty at the MHz level, for 10° events (f).

N v N . . .
by Vpea = )i 75/ 7z and its associated uncertainty:
i i

AVpreq =1/ Zf’ #, where v; and dv; are the predicted fre-
quency and uncerfainty, respectively, for the ith target atom
event. In Fig. 3, we show the error in the calculated frequency
as a function of the number of target atom events for the
considered isotopes. For '2°Sn, we can correctly predict the
true value of the rest-frame transition frequency with an un-
certainty of about 2 MHz with as little as 100 events and reach
a precision at the 1 kHz level when 10® events of the target
atom are measured. For ®B, 10* events are needed to reach
an uncertainty of ~1 MHz on the measured transitions. This
will allow the extraction of the charge radius of 3B with 10%
relative uncertainty [28,57]. Finally, for 4Nji, an uncertainty
of ~100 MHz can be achieved for only 10 events. This
level of precision will be enough for the extraction of the
charge radius of **Ni with 10% relative uncertainty [2,60]. We
emphasize that performing spectroscopic measurements on
light elements, such as boron, is challenging and currently im-
possible for 8B [28], while studying very short lived isotopes,
such as *®Ni is completely out of the reach using available
experimental techniques [14,20,44].
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FIG. 4. Results of the frequency extraction for ions with non-
Gaussian distributed initial energies for the *°Sn case. The energy
histograms when the reference and target atom having the same and
different initial energy distributions are shown in (a) and (b), while
the associated reconstructed rest-frame frequency of the target atom
using our proposed method, relative to the true rest-frame frequency,
Vo, 18 shown in (c) and (d). (e) Difference, Av, between true and
reconstructed frequency, when using an MDN (blue circles) and
when inferred from the distance and time information of the target
atom only (red filled circles). The results are shown for different tilt
angles of one electrode plate relative to the other (see main text for
details).

To further explore the robustness of our approach in the
case where the initial energy is not symmetrically distributed,
we performed simulations assuming an arbitrary energy dis-
tribution, as shown in Fig. 4(a). This is particularly interesting
as it indicates that our proposed scheme can be applied uni-
versally, for atoms and/or ions produced by diverse physical
processes. For such a situation, simply applying a regular
Doppler shift to the entire atomic ensemble, assuming a fixed
acceleration voltage, would lead to distorted line shapes and
add significant systematic uncertainties to the value of the
extracted transition. However, as our method can recover
the energy and hence the rest-frame frequency of individ-
ual atoms, using only the recorded parameters, it allows the
scheme to be independent of the original energy distribution
and produce consistent results for arbitrary distributions. This
is shown in Fig. 4(c) for the case of '2°Sn, where the distribu-
tion of the reconstructed rest-frame transition frequency has
a well-behaved shape, from which the correct value of the
frequency can be extracted with uncertainties at the 100 kHz
level, with only 10* events.

Finally, we explore the situation in which the reference
and target atoms have different initial energy distributions
[Fig. 4(b)]. This is of interest when the production mechanism
is a particularly violent one, as is often the case at radioactive
beam facilities. The results obtained in this case are shown
in Fig. 4(d). Again, we can recover the correct rest-frame
transition frequency with similar uncertainties as described
above, using arbitrary distributions for the initial energy. Sim-
ilar results are obtained for the cases of *B and **Ni atoms
with initial energies on the order of ~1 keV and ~100 keV,
respectively, being able to reconstruct the rest frame transition
frequencies with uncertainties comparable to those displayed
in Fig. 3.

To study possible systematic uncertainties, numerical sim-
ulations under the following experimental conditions were
performed: (i) one of the plates was tilted with respect to the
beam propagation direction at different angles between 0 and
5 degrees, (ii) both plates were simultaneously tilted with re-
spect to the horizontal at angles between 0 and 2 degrees, (iii)
up to 10% relative uncertainties on the voltage applied to the
two plates as well as on the distance between the plates were
assumed, (iv) up to 5 millimeters of uncertainty on the vertical
location of the ionization was assumed, (v) up to 5 millimeters
of uncertainty on the distance between the two position sensi-
tive detectors was assumed, and (vi) an additional transverse
energy component of up to 1 keV to the ions was introduced.
These values are significantly larger than one would expect
from a properly implemented experimental setup. However,
these uncertainties do not have a significant effect on the
energy reconstruction of events. This is expected, as described
above, given that during training, the MDN is able to learn
all these variations of the experimental parameters which are
encoded in the trajectories of the reference atoms and account
for them in the predictions of the energies of the target atom.

A simple reconstruction of the target atom’s velocity, taken
as the ratio between the traveled distance and the time of
flight, would be sensitive to the above-mentioned systematic
uncertainties, leading to a wrong value of the rest frame tran-
sition frequency of the atom. The result of this approach is
illustrated in Fig. 4(e), where the error in the reconstructed
frequency is shown for different tilt angles between the two
electrode plates. It can be seen that the shift in the recon-
structed frequency is on the order of a few GHz with respect
to the true rest-frame frequency (red filled circles). Moreover,
this shift can’t be reduced by increasing the accumulated
statistics, thus being a limiting factor in extracting the physics
of interest for most experiments. Additional experimental un-
knowns, such as an uncertainty in the distance between the
two position-sensitive detectors, can lead to errors of similar
magnitude, with ~1 GHz frequency shifts for an uncertainty
of two millimeters. On the other hand, it can be seen in
Fig. 4(e) that the use of an MDN is largely insensitive to such
experimental uncertainties (blue circles).

The main conditions that need to be fulfilled for the energy
reconstruction to be successful with our proposed method
are (i) the parameter space of the target atom needs to be
contained within the parameter space of the reference one and
(i1) enough events need to be recorded during the reference
atom measurement for any region of interest in the parameter
space. The first condition should be fulfilled by the geometric
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constraints of the setup, i.e., the electron and ion should hit
the position-sensitive detector for both ions. Moreover, one
can easily compare the spatial and temporal information of the
two species and confirm the validity of this assumption. The
second condition depends only on the statistics accumulated
while measuring the reference atom, which can be easily
increased by several orders of magnitude if needed.

IV. CONCLUSION

We proposed a simple, versatile, and powerful exper-
imental technique, suitable for performing high-resolution
spectroscopy on fast, hot, short-lived isotopes produced with
arbitrary energy distributions and large energy spreads. Using
the temporal and spatial information of ions and correspond-
ing electrons produced in a laser ionization process, the
atoms’ initial vector velocity can be reconstructed on an
event-by-event basis, enabling precision measurements of the
rest-frame transition frequency of the species of interest.

The described method is very efficient in terms of comput-
ing time, as the MDN needs to be trained initially, only once
for a given energy range, using a reference atom. After that,
predictions can be made for any other atom and transitions
of interest. By increasing the number of events for the atom
of interest, N,, the uncertainty on the measured transition
frequency, which scales as ﬁ, can be further reduced. This
can also be achieved by using detectors with better spatial
and temporal resolutions compared to the ones considered
here. Possible NN prediction biases can be estimated using the
validation data set of the reference atom. The MDN predic-
tions could potentially be further improved by using different
learning rate schedules or trying more complex architectures

(in terms of layers, nodes per layers, or number of Gaussian
components), compared to the one presented in this paper.
The performance of other types of NN, able to estimate un-
certainties for the predicted results, such as Bayesian NN
[68], can also be investigated. Non-NN based methods could
also offer a possible pathway for estimating the energies of
interest. For example, for each target event, the energy and the
associated uncertainty could be estimated in terms of the mean
and standard deviation of the energy of the closest reference
events in parameter space, where the number of such events
would be optimized using the validation data.

The ability to perform precision measurements on fast
beams with large energy spreads opens the way to studying
short-lived isotopes at the extreme of existence, with life-
times on the order of milliseconds or less. Such species can
already be produced at different radioactive beam facilities
worldwide, but their laser spectroscopic investigation is cur-
rently impossible with the available techniques. The proposed
approach also opens the possibility to study isomeric states
with sub-millisecond lifetimes that can be produced in flight
by nuclear reactions.
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6.2 Optical Cavity

Given the different geometry for the ionization step compared to our previous exper-
iments (see Chapter 4), several challenges had to be overcome. On the one hand, because
we aim to bypass the cooling and bunching step, we expect to have a continuous beam of
atoms in our interaction region. As the ionization is performed perpendicularly, using a
pulsed laser means that even for high repetition rates (10 — 100 kHz), most of the atoms will
miss the laser pulses. Thus, a continuous wave (CW) laser is clearly preferred. However,
given that in most cases, the ionization step is non-resonant, a high spectral power density
is needed, which is difficult to achieve with commercially available CW laser, and it can
also pose challenges in terms of the damage threshold of the windows required to send the
light inside the vacuum chamber and ways in which the power can be safely and efficiently
damped. The efficiency of the non-resonant ionizing process for an excited atom, ¢, can be
written as [188]:

1
1+ R.J(omr)

where R, is the relaxation rate of the excited level, o; is the non-resonant ionization cross-
section, and ny, is the photon flux density for the ionization laser. Usual values for o; for
atoms are on the order of o; ~ 10717 cm? [188]. For an excited state with a life time of 50
ns, the relaxation rate is R, = 2 x 107 s7!. Thus, to achieve ~ 70% ionization efficiency
(this is only the intrinsic efficiency of the process, and it ignores other effects, such as the ion
detection efficiency), we would need a CW laser of power 10 kW at a wavelength of 1064 nm,
focused to an area of 1 mm? (see below for details of the laser parameters). The approach
we decided to pursue to achieve such a high CW power density is using an enhancement
cavity placed perpendicularly to the atom’s trajectories. This can allow high enough power
for efficient ionization, as described below, while ensuring that the high-power light travels
only inside the cavity, which can be placed entirely inside the vacuum chamber. In addition,
to further reduce the number of ionization events coming from excited levels other than the
ones of interest (e.g., previously excited in the charge exchange cell), a 1064 nm laser will be
used for the ionization step, unlike the RaF experiment (see Chapter 4) where 355 nm and
532 nm lasers were used [51-54].

In order to be able to spectroscopically address as many atoms as possible among
these reaching the interaction region, which is especially desirable for species produced in
very small amounts (< 1/s), a large laser beam diameter, on the order of 1 mm, is needed.
Going larger than this, while possible, is not desirable as the resolution of the VMI setup
degrades if atoms are produced from a too wide area (bigger than a few mm), as described in
Sec 6.3. To achieve a mm size beam diameter, a bow-tie cavity was chosen, instead of a two
mirror Fabry-Pérot (FP) cavity. The latter one would require a total length on the order of
1 meter (distance between the 2 mirrors) for a ~ 1 mm beam diameter, which is impractical
for our experimental setup, given that we aim to fit the whole cavity inside the ultra-high
vacuum (UHV) chamber in which the laser-atom interaction takes place. There are 2 main
designs for a bow-tie cavity: one having all 4 mirrors concave, and one having 2 concave and
2 flat mirrors [254]. We decided to pursue the second option, as it has a bigger parameter
space (given by the location of the 4 mirrors and the curvature of the 2 concave mirrors)

€

(6.1)
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over which the cavity is stable, and hence, it is more robust to external perturbations, such
as vibrations or temperature variation [254].

6.2.1 Gaussian Beams

In order to properly describe the behavior of the laser inside the optical cavity, a
Gaussian beam model is used [255]. This will allow us to easily and accurately compute
various parameters needed for our setup, such as the laser beam diameter needed to mode
match the optical cavity mode or the focal length and location of the lenses needed to achieve
that diameter for an initial laser diameter (see Sec. 6.2.2).

Using the paraxial approximation, a Gaussian beam solution to the source-free wave
equation, based on Maxwell’s equations, for a wave moving in the z-direction can be written
as [255]:

u(z,y,z) = exp{—i (P(z) + 2;2) (® + y2)> }e_ikz, (6.2)

where u can be any electric or magnetic field component, k is the magnitude of the wave
vector, and ¢(z) is the complex beam parameter, which is crucial for computing the changes
in the Gaussian beam properties as it travels through various optical media, as shown below.
This parameter can be written as:

1 A

- = — —

6.3
g R nmw?’ (6:3)

which, upon substituting in Eq. 6.2 leads to:

u(w,y, z) = exp{—i (P(z) + ket k&l) - Z;} (6.4)

with r2 = 22 + 2. Thus, the field components of the wave are characterized by a phase
shift given by the terms in the round brackets and a Gassian-shaped amplitude in the radial
direction, given by the second term in the exponential. From this, it becomes clear that w
gives the radial intensity profile of the Gaussian beam, while R is the wavefront radius of
the beam. These properties of the Gaussian beam are shown diagrammatically in Fig. 6.1
a). An important parameter coming from this formalism and also shown in Fig. 6.1 a) is
the minimum diameter the beam can achieve, called the beam waist and usually denoted as
wg, which is obtained when the R becomes infinite. From Eq. 6.2 and 6.3 we can then get
the important relationships [255]:

1/2

1/2
Az \ 2 /
1 + B = Wy
nTwg

! (; )2] (6.5)
R 6.5
R(z) ==z {1-1— (n)\z§>] =Z+ Zje

giving the change in the beam diameter and wavefront radius when moving away from the
waist, where we defined the Rayleigh length:

w(z) = wo
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nmw
2R = AO, (6.6)

as the distance from the waist where the spot size increases by v/2 (see Fig. 6.1 a)).

r Wavefronts
a)

—3 -2 -1 1 2 3 -3 -2 -1 1 2 3 =3 -2 -1 1 2 3

0 0 0
X/Wq X/Wo X/Wo
Figure 6.1: a) On the left, the intensity profile of a Gaussian beam is shown (TEMyy Hermite-
Gaussian mode) along the radial direction when the beam has its smallest diameter. The
location of the waist, defined as twice the standard deviation of the Gaussian intensity
distribution, is marked. On the right, we show the propagation of a Gaussian beam along
the z-axis (along the direction of propagation of the beam). We show examples of wavefronts
at different values along the z-axis, as well as the location of the Raylength length (zz). The
increment of the radial profile away from the waist (z = 0) is clear. b) Example of Hermite-

Gaussian 2D distributions. We show the case of TEMy,, TEMsy, and TEMy4 modes.

It can be shown that the other parameter in Eq. 6.2, P(z), is given by [255]:

P(z) = —iln 1+(Z>2+mn4<z). (6.7)

ZR ZR

The first term on the right leads to a decrease of the field amplitude with z. The second
one leads to an additional phase shift in the field of the Gaussian beam (see Eq. 6.2), called
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the Gouy phase, which is important for determining the location in frequency space of the
optical cavity resonances for different transverse modes, as explained in Sec. 6.2.2.

As mentioned above, the complex beam parameter, ¢, is very useful in describing the
behavior of the beam as it passes through optical media. This is usually calculated using the
ABCD matrix formalism [255]. While usually applied to ray optics, it can be easily extended

to Gaussian beams. In this approach, a given optical element has associated to it a 2 x 2
B

A
C D
the one before, g1, by [255]:

matrix, . The value of the q parameter after the optical element, ¢, is related to

 Aq+B
Cy+D
The matrices associated with some common optical elements: free-space propagation over

a distance d, propagation through a thin lens of focal length f, reflection from a mirror of
curvature R, and propagation through a slab of thickness d and index of refraction n are

given by [255]:
d
1

)
i 1)
Slab : (é d{”) .

The value of ¢, after propagating through several optical elements, is obtained by calculating
the 2 x 2 matrix coming from multiplying all the matrices associated with these elements
and then using Eq. 6.8 with this matrix. After this, by looking at the real and imaginary
parts of ¢, w and R can be obtained for any set of optical elements.

We end this section by mentioning that Eq. 6.2 describes one particular field configu-
ration with cylindrical symmetry, satisfying Maxwell’s equations in paraxial approximation.
While this configuration is the one we are interested in, in general, an arbitrary field con-
figuration can be written in terms of a linear combination of a complete set of functions
satisfying the specified conditions/equations. It can be shown that these functions, called
Hermite-Gaussian modes, have the following form in cartesian coordinates [255]:

q2 (6.8)

Free — space

==

(6.9)
Mirror

(1
- \0
Thin lens : <_

W, Y, 2)pm = —QH" (\/§£> H,, (\/Q%) X exp{—i(kz —0,n(z)) — z:(xQ + y2)},

w q

(6.10)

with n and m integers, H, the Hermite polynomials of order n, ®,,,(z) = (n + m +
1)tan~!(z/zg) is the Gouy phase for the nm mode and the origin in z-direction is located
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at the waist. Note that for n = m = 0, we get back Eq. 6.2. Examples of several Hermite-
Gaussian modes are shown in Fig. 6.1 b).

6.2.2 Cavity Design

A simplified diagram of a bow-tie cavity, similar to the one used in our experiment,
is shown in Fig. 6.2. Our goal is to allow the electric field of the incoming light (injected
through one of the mirrors) to replicate itself after one round-trip inside the cavity, which
leads to constructive interference and, hence, to a large power buildup inside the cavity
after many round-trips. In order to design the right cavity, several parameters need to be
optimized. We did this by performing a grid search over the distance between the plane (d;)
and concave mirrors (ds), the curvature of the concave mirrors (R), and the angle between
the mirrors and the vertical axis («). The index of refraction n was kept constant at 1, given
that the cavity will be placed inside the vacuum. During the optimization, we aimed for a
beam diameter between the plane mirrors of ~ 1 mm and a distance between them of 50 cm
or below to limit the size of the chamber in which the cavity will be placed. In general, the
resonant frequencies of a bow-tie cavity are given by [255]:

)cos_ (ﬂ;@)) % (6.11)

where L = dj + 2dy + d3 is the total length of the cavity, ¢ is an integer, n and m define the
Gaussian-Hermite mode and:

Vnm = <q+(n—|—m+1

di + 2ds
e

. (6.12)
g = 1 — E

Note that the second term in the bracket in Eq. 6.11 comes from the Gouy phase introduced
in Sec. 6.2.1. The parameter { is called the free spectral range (FSR) of the cavity and
gives the spacing in frequency space between consecutive cavity resonances of the same
Hermite-Gaussian mode (i.e., different ¢ values, but the same m and n values).

By enforcing the complex beam parameter, g, to replicate itself after one round trip
inside the cavity, which is required for reaching constructive interference, the beam waist
between the 2 flat mirrors, obtained by using the ABCD matrix formalism introduced in

Sec. 6.2.1, is given by [255]:

) < AR) 0192(1 = 9192) (6.13)

w, e
’ 2nm |91

where ) is the wavelength of the laser used, and R is the radius of the curved mirrors, chosen
to be the same for both mirrors. The small waist, located between the curved mirrors, is
given by [255]:

1_
o (AR> 9192(1 — g162) (6.14)

2nm |92
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< : >

Figure 6.2: Diagram of a bow tie cavity with two plane (lower) and two concave (upper)
mirrors. The distances between the two plane mirrors (d;), the two curved mirrors (d3), and
between the plane and the curved mirrors (ds) are shown. A simplified diagram of a Gaussian
beam propagation inside the cavity is shown, together with the beam waist between the two
plane (wp) and curved (wj) mirrors.
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From Eq. 6.13 and 6.14, the stability criterion for the bow tie cavity can also be obtained:
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Figure 6.3: Laser beam size stability inside the cavity. a) Variation of the beam waist
between the two flat mirrors (left column) and the two curved mirrors (right column) for the
sagittal (red dots) and tangential (blue dots) direction when various experimental parameters
are varied. From top to bottom, the parameters investigated are changes in the radius of
curvature of the two curved mirrors (AR), variations of the distance between the two planes
(Ad;) and curved (Ads) mirrors, variations in the orientation angle of the mirrors with
respect to the vertical (Aa)) and variations in the index of refraction of the medium between
the two mirrors (An). b) Same as a), but looking at the size of the laser beam (half diameter)
on the flat (right column) and curved (left column) mirrors.

The equations above are correct, ignoring the effects of astigmatism. Given that in
a bow-tie cavity, the mirrors are tilted at an angle o from the vertical, the effective radius
of the curved mirrors is different in the tangential and sagittal plane, and the shape of the
beam at the waits changes from circular to elliptical. The effective radii of the mirrors that
should be used in the equations above in order to extract the beam waist in the sagittal and
tangential direction, accounting for astigmatism, are [255]:

R

COS (v (6.16)
Riyn = Rcosa.

Rsag -

Upon optimization, the parameters chosen for the cavity were: d; = 39.5 cm, d3 = 28.5
cm, R =25 cm, and a = 2.86°. Given that we will use a laser of wavelength A = 1064 nm,
the waists of the beam between the flat mirrors are: wg, = 0.390 mm and wi,, = 0.386
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mm, while between the curved mirrors we get: wg,, = 80 pm and wyn = 80 pm. These
parameters were chosen such that the beam diameter (twice the waist) is around 1 mm,
while the cavity is well inside the stability region, and the astigmatism is minimized, making
the initial alignment of the cavity easier. Increasing the waist can be easily achieved by
reducing the distance between the two curved mirrors, which we can do experimentally if
needed, as described in Sec. 6.2.3. Next, we investigated the stability of the cavity to small
changes in these parameters, which can result in practice from sources such as vibrations or
temperature variations in the laboratory.

Figure 6.3 a) shows the variation of the waist size between the flat (right column) and
curved mirrors (left mirror) for the sagittal (red dots) and tangential (blue dots) directions
due to variations of different parameters of the cavity (from top to bottom): the radius of
curvature of the concave mirrors (AR), the distance between the flat mirrors (Ady), the
distance between the concave mirrors (Ads), the inclination angle of the mirrors relative
to the vertical (Aa), and the index of refraction of the medium (An). As it can be seen,
for a wide range of parameters, larger than the expected experimental variations, the size
of the two waists varies by less than 5%, showing the stability of this setup to external
perturbations.

Another important consideration in designing the cavity is the size of the beam (using
its half diameter in the radial direction) on the mirrors. To avoid losses due to diffraction
coming from the finite size of the mirrors, it is desirable for the beam size to be at least
3-4 times smaller than the radius of the mirrors [255]. Moreover, one needs to check that
the beam’s diameter on the mirrors is large enough to prevent mirror damage. The mirror
beam size can be calculated using Eq. 6.5. Plugging in the optimized values for the cavity
parameters mentioned above, the obtained beam sizes are ~ 0.4 mm on the curved mirrors
and ~ 0.6 mm on the flat ones. In order to account for the possible need for larger beam sizes
in the future (e.g., due to the need for a higher overlap of the laser beam with the atomic
beam), we decided to use 1” diameter mirrors. To check the stability of the beam spot size on
the mirrors to perturbations, we again varied the same cavity parameters as above over the
same ranges. The results are displayed in Figure 6.3 b) for the beam size on the flat (right
column) and curved (left column) mirrors, for sagittal (red dots) and tangential (blue dots)
directions, showing the stability of the waist’s size around 0.4 mm and 0.6 mm, respectively.

Once the geometrical properties of the cavity were analyzed, an investigation of the
power enhancement and cavity finesse was performed. Assuming a well-aligned and mode-
matched cavity, these properties depend mainly on the reflection coefficients of the mirrors,
as well as other possible losses inside the cavity. The power enhancement at resonance is
given by [255]:

I. 1—7?

e - 't Nl
Iy (1 —rirp)? (6.17)

where ry = /1 — 17, with T} the transmission of the input mirror and r,, = rorsrat, where
r; for 1 = 2,3,4 is defined in the same way as r; for the other three mirrors (which will be
taken to have the same transmission coefficient) and ¢t = /1 — L, where L represents all the
other losses in the cavity, beside the transmission of the mirrors. The linewidth of the cavity
(defined as the full width at half maximum of the circulating power) is given by [255]:
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while the finesse of the cavity, F, defined as the ratio between the FSR and the linewidth of
the cavity, is given by [255]:

AVl/z = (618)

F= m, (6.19)
1—rirm

The laser sent inside the cavity will have a power of 20 W and we aim for a cavity
enhancement factor in vacuum of ~ 1000. This value should allow for the ionization of a
large faction of the already excited atoms while preventing any damage to the mirrors. Based
on Eq. 6.1, assuming a lifetime of the excited atomic state used in the transition of 50 ns
and an input power to the cavity of 20 W, the ionization efficiency will be ~ 80%. The
transmission coefficients were also chosen such that the linewidth of the cavity (~ 25 kHz)
is large enough compared to the linewidth of the used laser (~ 5 kHz) to allow a proper
locking of the laser to the cavity (see Sec. 6.2.3).

In order to achieve the enhancement mentioned above, high-reflectivity mirrors are
needed. After a parameter space search, we decided to use a transmission coefficient of
3 x 10~ for the input coupling mirror, which will be one of the flat mirrors, and 10~* for the
other three mirrors. The mirrors were custom-made by Layertech. Assuming a total loss of
10~%, which can be obtained in vacuum conditions, the total enhancement factor becomes
2500, corresponding to a finesse of 9000 and a linewidth of the cavity of 25 kHz, which
should allow a proper locking of the laser to the cavity.

We investigated the stability of the enhancement factor to variation in the values of 77,
T5, and L. Here, T5 is the transmission coefficient for all the other three mirrors besides the
input coupling one. Such variations can come from factors like not perfect laser polarization,
mirror imperfections, or diffraction losses. The results are presented in Figure 6.4. There is
a clear dependence of the power inside of the cavity on the parameters under considerations,
however, for relative changes in these parameters of up to 50% (much larger than expected
in practice), the enhancement factor is still above the desired value of 1000.

6.2.3 Cayvity Alignment and Locking

The cavity was first aligned and locked outside the vacuum chamber, and it is shown
in Fig. 6.5. For the rest of this section, the mirrors are labeled as shown in this figure, with
mirror 1 being the input coupler and the others labeled in numerical order after that. The
laser used is a Model RIO0175-5-07-3 from RIO Lasers, lasing at 1064 nm, with a power of
20 mW and a linewidth of < 5 kHz. The output is sent through a fiber to a high-power
fiber amplifier Model ALS-IR-1064-20-A-CC from Azurlight Systems. The amplifier output
maintains the wavelength and linewidth of the seed but increases the power to anywhere
between 0.5 W and 20 W. This light is then sent towards the optical cavity. For the tests
done outside the vacuum, the maximum power used after the amplifier was 0.5 W. The
mirrors used to send the laser light inside the cavity are all Throlabs NB1-K14. A periscope
is placed right after the amplifier head to adjust the height of the outside of the vacuum setup
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Figure 6.4: Power enhancement inside the cavity as a function of relative changes in various
parameters. From top to bottom, these parameters are the transmission of the input coupler
mirror (77), the transmission of the other three mirrors (73), and other losses inside the
cavity (L).

to the height of the main experimental chamber. A zero-order half-wave plate (WPHO05M-
1064 from Thorlabs) and a polarizing beamsplitter cube (CCM1-PBS255 from Thorlabs) are
used to adjust the power coming out of the laser, as well as select the correct polarization to
be sent towards a resonant electric optical modulator (EOM) placed after the beamsplitter
cube. This is a resonant (resonant frequency at 4 MHz) free space EOM, Model PM7-NIR,
from QUBIG, and it will be used for Pound-Drever-Hall (PDH) locking |256]. After that, a
telescope is used for mode matching the laser transverse profile to the previously calculated
TEMgo mode of the cavity. The first lens is divergent, with f = —1000 mm, and located 910
mm away from the laser head. The second one is convergent, with f = 750 mm, located 150
mm after the first one. Their focal lenses and locations were chosen based on simulations
using the GaussianBeam software. After this, two mirrors are used to send the laser light
to the input coupler mirror of the cavity. Once the laser spot location was relatively close
to the center of the input coupler, the alignment of the cavity was performed as described
below. Behind mirror 4, a 2° round wedge prism acting as a beam splitter (~ 500 : 1) is
placed that sends most of the laser power to a photodiode (DET10N2 from Thorlabs), while
the rest is sent to a CMOS camera (CS1656MU from Thorlabs) to monitor the transverse
modes being enhanced inside the cavity.

For the cavity alignment, the laser frequency was scanned by changing the laser current
using a triangular ramp signal of amplitude between 0.5 and 3 V and frequency of 500 Hz,
produced using the D2-125 Laser Servo from Vescent. Mirrors 1 and 2 were removed from
their mounts and replaced with previously machined aluminum disks of 1”7 diameter, with
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Figure 6.5: Bow-tie optical cavity used in our setup. The mirrors are labeled from 1 to 4,
starting from the input coupler mirror. They are placed in THORLABS POLARIS mounts,
with the two mounts holding the plane mirrors having piezos for fine adjustments of the
cavity alignment once the setup is placed under vacuum. The cavity is placed on an invar
plate (various holes in the plate are used to help with the initial alignment).

a 2 mm hole in the center. The two mirrors before the cavity were used to align the laser
light such that it passes through the two holes. Once this was achieved, the mirrors 1 and
2 were put back in place, mirror 3 was replaced with one of the aluminum disks, and the
mirror 2 mount adjusted such that the light passed through the disk’s hole. Mirror 3 was
then put back in place, and the same was done for the mount containing mirror 4. Once
this initial alignment was done, the mounts containing mirrors 4 and 1 were adjusted such
that the second pass of the light between the flat mirrors overlaps with the initial one. A
faint signal from the photodiode was seen at this point in transmission on the oscilloscope.
From there, all 4 mirrors were adjusted iteratively, with the goal of maximizing the signal
on the oscilloscope. At the same time, the beam spot size on the camera was monitored.
Besides adjusting the four cavity mirrors, the distance between the 2 telescope lenses was
also adjusted to maximize the TEMyg mode built up inside the cavity and minimize all the
other transverse modes. This can also be confirmed by ensuring that no other peaks are seen
on the oscilloscope while scanning the laser frequency beside the main one, corresponding
to the TEMgy mode. A picture of the transverse mode obtained after optimization, as well
as the peaks seen on the oscilloscope while scanning the laser current, are shown in Fig.
6.6. After this, the Side Lock mode on the Vescent laser servo was turned on. A lock
was initially achieved which was further improved by adjusting the proportional gain and
the integrator on the lock box. In the end, the lock was stable, and the maximum power
enhancement obtained in the cavity was ~ 100. This enhancement factor was obtained by
measuring the power transmitted through mirror 4, using its transmission coefficient and
the known input power to the cavity. Following this, a PDH locking was also pursued. For
this, we switched on the Peak Lock mode on the Vescent laser servo. A 4 MHz sinusoidal
signal produced by the Vescent box was sent to the resonant EOM and the reflected instead
of transmitted signal was used for locking. Using this approach, an enhancement factor of
200 was achieved. Moving forward, the PDH locking approach will be pursued due to its

197



higher stability to external perturbations and ability to reach higher power enhancements.
The main experimental chamber, where the cavity is located, was then placed under the
vacuum. Under these conditions, an enhancement factor of 500 was obtained using the PDH
locking, with input powers as high as 2.5 W. From the decay of the transmission peaks (Fig.
6.6 a)), the linewidth of the cavity was measured to be 30(5) kHz, in agreement with the
theoretically predicted value of 25 kHz. The achieved power inside the cavity is enough for
preliminary tests and can be further increased if needed.

Figure 6.6: a) Example of the signal obtained from the cavity transmission on an oscilloscope.
The yellow line represents the transmitted signal, while the blue and pink lines are the ramp
applied to scan the laser frequency and the TTL signal associated with the ramp. b) Example
of the transverse mode of the cavity measured in transmission on the CMOS camera.

6.3 Velocity Map Imaging

As mentioned at the beginning of this chapter, being able to detect the electrons and
ions in coincidence, as well as the energy of the electrons produced during an ionization event,
can significantly reduce the background of our measurements. While detecting the timing of
the ionization is relatively straightforward, extracting the electron’s energy (which is on the
order of 1 eV in most atoms) requires a more complex apparatus. For this purpose, we decided
to use the Velocity Map Imaging (VMI) technique. This was developed in 1997 [248], leading
to a significant improvement in electron imagining compared to previous methods [257]. The
VMI working principle is based on using non-uniform electric fields, produced by electrodes
acting as electrostatic lenses, to project a 3D volume of charged particles resulting from the
photoionization event on a 2D position sensitive detector [258]. The main idea behind this
technique is that, for properly chosen voltages and geometry, charged particles with the same
mass and velocity are projected on the same point of the 2D detector, regardless of their
initial position. This allows a high-resolution measurement of the electrons’ energy (~ 10
meV energy resolution), as well as of their angular distribution, which can provide further
information about the orbitals from which the electrons are ionized. In practice, the energy
resolution starts to degrade for electron sources bigger than a few millimeters, but it can
still be enough to clearly tell apart different electronic energy levels in most atoms. This
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technique is widely used in photofragmentation [249, 259-266|, photoelectron spectroscopy
[267-276|, and scattering [277-279] experiments.

6.3.1 Velocity Map Imagining Simulations

Given that the ionizing laser has a wavelength of 1064 nm, corresponding to ~ 1 eV, the
VMI setup was optimized for photoelectrons with energies below this value. Several designs
have been considered in the past [252, 253, 258, 280-284], taking into account the electron
energy, the required energy resolution, the shape of the source from which the electrons are
produced, the size of the detector, as well as the complexity of the electrodes stack (e.g. sizes
and number of electrode plates). In the end, a design similar to Ref. [253| was chosen, and its
parameters were optimized to match the needs of our experiment. The final dimensions and
applied voltages for the VMI setup used in our experiment are shown in Table 6.1. Besides
the main electrodes usually used in a traditional VMI design [248|: Lg - the repeller plate,
Ly, Ly and L3 lenses, we placed two extra lenses in between L; and Lo (Ly2), and Ly and Lg
(Las), respectively, to prevent any significant fringe effects. We also added three shielding
electrodes beside Ls to produce a better focusing [253|. The thickness and outer radius of
each electrode were set in our simulations to 1 mm and 70 mm, respectively. The latter
value was the largest one allowed by the space constraints of our setup, and it was chosen
to avoid any edge effects and shield the electrons from any external electric fields.
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Figure 6.7: a) Example of the simulated pattern (in SIMION 8.1) observed on the 2D screen
of the VMI setup for electrons produced isotropically from a Gaussian source of o = 0.5 mm,
with energies of 0.5 eV and 1 e¢V. b) Results of the Inverse Abel transformation applied to
the 2D pattern in a). The two circles corresponding to electrons with 0.5 eV (inner circle)
and 1 eV (outer circle) are clear (see main text for details).

The working principle of the VMI is based on using a laser with a polarization parallel
to a position-sensitive detector, a microchannel plate detector (MCP) in our case. This leads
to the electrons being emitted with a cylindrical symmetry around the polarization axis, their
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3D distribution is well described by spherical harmonics based on the angular momentum
of the orbital from which the electron is ejected [248-253|. Setting the polarization of the
ionization laser parallel to the position sensitive detector, the original 3D angular and energy
distribution of the electrons at the ionization point can be reconstructed, from the 2D projec-
tion on the detector plate, using an inverse-Abel transformation [251]. This transformation
turns the 2D projection on the screen into a slice through the middle of the initial 3D electron
distribution parallel to the detector. As the original distribution has cylindrical symmetry,
this slice contains all the necessary information about the initial kinematic properties of the
emitted electrons. An example of a simulated image of the expected measured 2D pattern
(obtained using the optimized setup in SIMION 8.1), as well as the associated inverse-Abel
transformed image, can be seen in Fig. 6.7, for electrons emitted with an S-wave, spherically
symmetric distribution, with initial energies of 0.5 and 1 eV and produced from a Gaussian
source with ¢ = 0.5 mm (corresponding to a waist of 1 mm). The radii of the two circles in
the inverse-Abel transformed image correspond to the two different electron energies, while
their thickness sets the resolution of the reconstructed energy.

Given the cylindrical symmetry of the problem, optimizing the parameters of the VMI
setup, which amounts to improving the achievable energy resolution, can be done by only
considering clectrons emitted parallel to the detector [285]. All electrons with a given initial
kinetic energy will be projected on a circle on the screen, and the goal of parameter opti-
mization is to reduce the thickness of these circles as much as possible, which is equivalent
to improving the energy resolution. We define the circle thickness associated with a given
initial kinetic energy as the standard deviation of the radii on the 2D screen corresponding
to electrons with that initial kinetic energy.

The electrons are produced at the interaction between the laser and atomic beam,
which, for a VMI setup, must be between the Lr and L; electrode plates. The initial
parameters of the simulations (voltages, electrodes inner diameter and distances between
electrodes) were set to the values in Ref. [253]. They were then varied to optimize the
simulation’s resolution for photoelectrons with an initial energy of 1 eV. All the simulations
were done using the SIMION 8.1 software [286]. The adjusted parameters were the voltage
on the repeller plate V5, the ratio between the voltage on L; and the repeller plate, the ratio
between the voltage on Ly and the repeller plate, the distances between Li and Ly, Ly and
Lo, Ly and L3, L3 and the first shielding electrode, respectively and the inner diameters of
Ly, Ly, L3, and the shielding electrodes. Lis (Lo3) was always located halfway between L,
(L) and Ly (L3), had an inner diameter equal to the average of the L; (Ls) and Lo (L3)
inner diameters and a potential equal to the average of Ly (Lg) and Ly (L3) potentials. The
shielding electrodes had all the same inner diameter during optimization, and the distance
between them was kept equal to the distance between L3 and the closest shielding electrode.
The potentials of the shielding electrodes, as well as that of Lz, were all kept to zero. The
distance between the source (halfway between L; and Lg) and the detector plate remained
constant at 400 mm. The larger this value is, the better the energy resolution, thus we chose
it as roughly the largest one allowed such that electrons with energies up to 1 eV can still hit
the position-sensitive detector. The electron cloud expands as it travels toward the detector,
so placing it too far would lead to electrons missing its active area.

The optimization was done iteratively in 3 steps. In the first step, the distances
between the electrodes varied by 2 mm at a time while ensuring that the correct order of the
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Figure 6.8: Left: Electrons distribution on the 2D detector plate after the VMI optimization.
Right: Histogram of the radii of the electrons on the detector plate. The source was a 3D
Gaussian with a standard deviation of 0.75 mm. The energies of the electrons are, from the
inside out: 0.2, 0.4, 0.6, 0.8, and 1 eV.

electrodes was still kept. For each increment, 100 electrons were generated. The electrons
were produced, during all steps of the optimization process, from a Gaussian source of
o = 0.75 mm and with an energy of 1 eV. The configurations with the best resolution among
the tested simulations, usually the best 50, were kept and re-run with 1000 electrons. Only
the best configuration was kept this time, and the new distances between electrodes were
set to the optimized values. In the second step, the same process was repeated for the inner
diameter of the electrodes. Finally, in the last step, the voltages were adjusted. The voltage
on the repeller was adjusted in steps of 5 V, while the ratios V;/Vz and V,/Vy in steps of
0.02, scparately. The best configuration was kept. This was run using the 2D cylindrical
symmetry configuration of SIMION 8.1, which is significantly faster than a full 3D simulation
at a resolution of 1 mm/g.u. (g.u. is the graphical unit) and using a fractional surface. All
these three steps were then repeated at a resolution of 0.5 mm/g.u., the length increments
going all down to 1 mm per step, the Vi voltage increments to 2 V, while the voltage ratios
were kept at 0.02. The best configuration at each step was again kept and used at the next
iteration. Finally, the process was repeated at a SIMION resolution of 0.1 mm/g.u., with
length increments of 0.5 mm per step, Vi voltage increments of 1 V per step, and V;/Vy
and V,/Vg increments of 0.01. The best gecometrical configuration and optimized voltages
are shown in Table 6.1.

For these VMI parameters, Fig. 6.8 a) shows the distribution of the electrons on the
detector screen for electrons initially emitted parallel to the screen, while Fig. 6.8 b) shows
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Electrode spacing [mm| | Inner diameter |[mm]| | Voltage sim. [V] | Voltage exp. V]
Lg 0 0 —930 —935
Ly 16 21 —771.9 —760
Lo 10 41.5 —646.35 —630
Ly 10 62 —-520.8 —500
Ly 9 44 —260.4 —250
Ls 9 26 0 0
Shield 1 17 34 0 0
Shield 2 17 34 0 0
Shield 3 17 34 0 0

Table 6.1: Parameters of the optimized VMI setup. For each electrode (first column), we
show the distance relative to the previous one (second column). The electrodes are listed in
the order in which they appear in the setup, with the ionization point being in the middle in
between Lg and Ly. In the third column, we show the inner diameter of the electrodes, and
in the fourth column, we show the optimal voltages according to the SIMION 8.1 simulation.
The last column shows the optimal voltages obtained experimentally (see text for details).

a histogram of the radii of the electrons on the detector screen. The source simulated in
SIMION 8.1 to generate Fig. 6.8 was a 3D Gaussian with a standard deviation of 0.75 mm,
and the initial kinetic energics of the electrons were 0.2, 0.4, 0.6, 0.8 and 1 ¢V. For ecach
energy, 10% electrons were simulated. As it can be seen, the circles corresponding to different
initial kinetic energies are well separated, and the standard deviation of the radii associated
with each circle is around 50 pm, indicating a good spatial and, hence, energy resolution of
the VMI setup.

Figure 6.9 shows the relative energy resolution of the VMI as a function of the initial
electron energy for different standard deviations of the 3D Gaussian source. The energy
resolution can be directly obtained from the radii of the circles in Fig. 6.8. A given initial
kinetic energy is related to a radius on the detector by K E = aR?, where a is some calibration
constant [285]. Thus, it can be shown that % = 2%, where K I is the initial kinetic energy
of the electron, dK F is the kinetic energy standard deviation, R is the mean radius on the
detector screen corresponding to that energy and dR is the radial standard deviation. As
shown in Fig. 6.9, the energy resolution stays below 3% for all the considered source sizes
relevant to our experiment.

Given that we are using a bow-tie cavity for ionization, the atomic beam will interact
with the laser not only between the two plane mirrors but also in 2 more places: in the
middle between the two concave mirrors and at the intersection of the two beams of light
moving on the diagonal of the cavity. Given the geometry of our cavity, these points are
shifted relative to the main interaction point by 25 mm and 34 mm, respectively. As the
inner radius of the L, plate is 10.5 mm, the electrons emitted at these 2 other points should
not be able to reach the MCP. This was confirmed by our simulations with Gaussian sources
with standard deviations of up to 2.5 mm. Thus, any signal rcaching the clectron detector
is expected to come from the main interaction region.

A 3D model of the setup located in the main interaction chamber, made using Autodesk
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Figure 6.9: Energy resolution of the optimized VMI setup as a function of the initial photo-
electron energy, for 3D Gaussian sources with three different standard deviations: 0.5 mm
(red), 0.75 mm (blue) and 1 mm (green).

Inventor Professional 2023 using the optimized dimension for the VMI and cavity setup, is
shown in Fig. 6.10. Further details of the setup are shown, such as the holders for the
electrode plates and the cavity, as well as several CF100 ports for extra access needed for
aligning the cavity once inside the chamber (see Sec. 6.2.2 and 6.2.3 for further details) and
for feedthroughs for the voltage connections. Simulations of electron trajectories inside the
chamber have also been performed in SIMION 8.1 to check if any of the extra elements added
to the setup compared to the initial simplified simulation would affect the performance of the
VMI setup. No significant difference was observed between the two simulations, confirming
the VMI electrode configuration’s robustness.

6.3.2 Micro Channel Plate Assembly

For the detection of electrons produced during ionization, we used an MCP-based
detector with a helical wire delay-line anode, model DLD40 from RoentDek, with high 2D-
imaging (< 100 pum) and timing (< 100 ps) resolution. A pair of thin (0.72 mm) MCPs are
placed in a chevron configuration to increase detection efficiency. The delay-line anode is
made of two helical wires, one for each spatial dimension (labeled x and y moving forward).
For cach dimension, there is a signal wire (collecting the clectrons) and a reference wire,
with a voltage difference between them of 20 — 50 V. This leads to an increased efficiency of
detecting the electron cloud produced by the MCPs on the signal wires.

Before its installation in the main experimental chamber, the detector had to be as-
sembled. This was done in a clean room using powder-free gloves, following the instructions
in the official manual. The anode holder, on which the detector would be assembled, had
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Figure 6.10: 3D model of the main experimental chamber made in Autodesk Inventor Pro-
fessional 2023. The main components of the apparatus are shown: The optical cavity, the
VMI electrodes, the position-sensitive (MCP) detector, and the mu-metal shield.
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Figure 6.11: a) Ring holder for the MCP stack. The MCP/anode stack is attached to the
ring using two pairs of M2 nuts on four threaded rods. The ring also has 4 0.25” holes used
to attach the whole MCP setup above the interaction region (see main text for details). In
the four corners of the anode, two electrical connections are made through a pair of twisted
wires. These connections correspond to the reference and signal wires of the two ends of
the x and y directions. b) Top view of the anode before installing the MCPs. Electrical
connections to different rings holding the MCPs, as well as to the anode holder, can be seen.

Figure 6.12: a) The bottom MCP plate is placed on top of the MCP Back metal ring and
aligned using three threaded PEEK rods. b) On top of this, a bias ring is added together
with a separate electrical connection. ¢) The top MCP disk is added to the setup and aligned
using the same three threaded rods as above. Care must be taken that the 2 MCPs are at
the right orientation with respect to each other, provided by small marks placed on their
sides.
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the two anode helical wires preinstalled (see Fig. 6.11 a)). The holder was attached to an
aluminum ring using four long threaded rods and two aluminum M2 nuts for each rod. The
aluminum ring has four extra holes (of ~ 1/4” diameter) that will be used to attach the MCP
setup in its final position for the experiment (see Sec. 6.3.3). For the anode connection to
the vacuum feedthroughs, four cable pairs in a helical configuration are needed, 2 for each
end of the signal and reference pair in both x and y directions. For each pair, it was ensured
that the cables have the same length to within 1 mm, and they were twisted to about 3 —4
turns per 10 cm for proper signal transmission (see Fig. 6.11 b)). They were connected to
M2 stub terminals of the delay-line wires, located in the rear part of the anode holder, using
2 mm connector pins. Electrical connections to the anode holder, the front, back, and the
shim ring (located in between the 2 MCP disks) were also made as shown in Fig. 6.12 and
6.13. The cables were attached in their proper location using M2 PEEK screws to avoid any
short between different components of the detector.

Figure 6.13: a) The MCP Front plate is added on the top of the MCPs. b) The three
threaded PEEK rods used for alignment are removed, and the MCP setup is tightened in
place using 6 M2 PEEK screws.

Before starting the assembly of the detector, the resistance between different anode
wires (both between different directions and between the signal and reference for each direc-
tion) and between the cables and the anode holder were tested to confirm that they were
not electrically shorted (e.g., by dust particles). The MCP assembly proceeded as follows.
The rear MCP was placed on the metal ring attached to the anode holder. The connection
between this ring (referred to as MCP Back) and the anode holder is made using four M2
PEEK screws and nuts for electrical insulation. The MCP disk is centered on the metal
ring using three M2 PEEK threaded rods (see Fig. 6.12 a)). Then, a metal shim ring was
placed on top of the rear MCP and fixed in place on the MCP Back ring using a PEEK nut
(Fig. 6.12 b)). This ring can allow for an intermediate MCP bias, improve the total gain
of the detector, and facilitate the resistance matching of the two MCPs (see Sec. 6.3.3).
The second front MCP was placed on top of the shim metal ring, aligned using the same
three PEEK threaded rods mentioned before (Fig. 6.12 ¢)). Its angular orientation relative
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to the rear MCP was based on marks made on the edge of the MCPs, ensuring they were
placed in a chevron configuration. Great care was taken to ensure that no dust particles are
present between the two MCPs, which can permanently damage them by blowing dry air on
their surface. Finally, a metal ring (referred to as MCP Front) was added on top (Fig. 6.13
a)). All three metal rings had individual electrical connections for the vacuum feedthroughs,
which will be used to apply the required voltages. Lastly, the three PEEK threaded rods
used for alignment were removed, and six M2 PEEK screws were installed to fix the whole
setup in place (Fig. 6.13 b)).

6.3.3 Velocity Map Imagining Assembly

The VMI setup, which needs to be located above the plate containing the large mode
optical cavity to detect the electrons produced during ionization, is attached to a CF200
stainless steel flange. To reduce the influence of external magnetic fields on the electrons’
trajectories, the VMI setup was surrounded by a cylindrical mu-metal shield. Due to space
constraints, the mu-metal shield itself (in particular, its bottom part) was used as the repeller
plate for the VMI (see Sec. 6.3). The mu-metal shield is made of two independent parts,
connected together by six M3 screws (see Fig. 6.19 ¢)). The assembly and commissioning of
the VMI setup was implemented as follows:

1. We attached eight PEEK threaded rods to the top CF200 flange, using previously
made 1/4-20 threaded holes (Fig. 6.14 a)). The inner four rods of length 4” are used
to hold the MCP setup, while the outer ones of length 2”7 are used to hold the VMI
stack as described below. On each of them, a PEEK spacer of 5 mm was inserted to
isolate the mu-metal shield from the rest of the chamber, as the mu-metal shield will
be kept at a voltage on the order of —1 kV with respect to the chamber.

2. Due to a machining error, the mu-metal shield was 1” shorter than designed therefore
an aluminum ring of 1” thickness was added in between the PEEK spacers and the top
part of the mu-metal shield (Fig. 6.14 b)).

3. The mu-metal shield was then added and fixed in place using four stainless steel nuts
on the four threaded rods on the outside (Fig. 6.14 ¢) and Fig. 6.15 a)). The top part
of the mu-metal shield holes, through which the rods pass, has an elongated shape in
order to allow for the rotation of the whole setup for further alignment. The central
hole (Fig. 6.15 b)) is used for the electrical connections to the vacuum feedthroughs.

4. The previously assembled MCP stack (see Sec. 6.3.2) was attached to the inner PEEK
rods using the metal ring shown in Fig. 6.15 c¢) by pressing it against the golden spacers
using stainless steel nuts (Fig. 6.15 b)). The vertical position of the VMI was adjusted
using the M2 nuts on the threaded rods attaching the MCP to the metal ring (see Sec.
6.3.2). The final position of the front plate of the MCP was about 400 mm from the
ionization point of the atoms. The exact location is not very important, as it can be
easily calibrated using electrons with known energy (e.g., produced from an atom with
well-known ionization potential).
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Figure 6.14: a) CF200 flange used to attach the VMI setup above the optical cavity. Four
inner (4” long) and four outer (2” long) PEEK threaded rods are attached to the flange using
previously made 1/4-20 threaded holes. 5 mm PEEK spacers are used to separate the flange
(which is grounded) from the mu-metal shield (which is kept at a voltage of ~ —1 kV). b)
An aluminum ring of 1” thickness is added between the flange and the mu-metal ring to
compensate for a machining error on the length of the mu-metal shield. ¢) Top part of the
mu-metal shield attached to the CF200 flange.

5. The electrical connections to the MCP were passed through the open hole in the top
part of the mu-metal shield (Fig. 6.16 a) and c)) to the corresponding pins on the
provided 12-pin vacuum feedthrough (Fig 6.16 b)). The connections on the feedthrough
are such that they can be directly connected to the FT12TP signal decoupler electronic
box from RoentDek (see Sec. 6.3.2). The box contains six SHV connections used to
apply voltage to the MCP Front, MCP Back, the shim ring, the anode holder and the
bias for the reference and signal wires (labeled on the box as Front, Back, X, Holder,
Ref. and Signal), as well as six LEMO 00 connections for signal readout from the two
ends of the anode in the z and y direction (labeled on the box as x1, x2, y1 and y2) and
from the MCP Front and MCP Back rings (labeled on the box as Front and Back). The
box contains the needed electronics to decouple the high voltage (~ 1 — 2 keV) needed
for the MCP operation from the weak signal from electrons hitting the detector. Also,
the decoupling box is compatible with the RoentDek amplifier and constant fraction
discriminator (CEFD) needed for signal processing, as described below. As only one
of the MCP Front and MCP Back signal outputs is needed as reference for any given
cevent, the one not used (MCP Back in our case) was terminated with a 50 €2 resistance
for a better signal shape.

6. Before attaching the VMI stack and the bottom part of the mu-metal shield, the current
setup was placed inside the main vacuum chamber to test the proper functionality of
the MCP, and the chamber was placed under vacuum. The used scroll pump had a
valve attached to it, which was slowly opened after turning on the pump. This was
done to avoid sudden changes in pressure, which can damage the MCP (ideally, the
pressure increase/decrease should be < 50 mbar/s). After about 10 mins of slowing
opening the valve, it was fully open and the pressure was ~ 10~ mbar. At this point,
the turbo pump was turned on. Once the pressure reached 1075 mbar, the MCP was
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Figure 6.15: a) The top part of the mu-metal shield is attached to the CF200 flange using
eight aluminum nuts of 0.25” thickness. b) On top of the nuts, for the four inner PEEK
threaded rods, metal spacers of 1”7 thickness are added for better horizontal alignment of
the MCP detector. ¢) The MCP detector is attached on top of the metal spacers using a
previously mounted aluminum ring (see Sec. 6.3.2 for details).

not turned on for an extra 24 hours. After this period, the pressure in the vacuum
chamber was ~ 10~7 mbar and remained approximately constant for the rest of the
experimental tests. Note that any vacuum gauge needs to be turned off during the
MCP operation, as it might act as a large electron source which can damage the MCP
permanently.

7. The first test performed investigated the proper electrical connection in vacuum. Using
a signal generator (RoentDek APG1) producing pulses of 10 mV amplitude and 20 ns
width, signals were sent through the x1 channel and readout through the x2 channel
(similar tests have been done for the y1, y2, MCP Front, and MCP Back). The results
of such a test are shown in Fig. 6.17 a) where the pink line is the input signal, blue
is the readout signal and green is the y1 signal (which shouldn’t see this input). The
delay between the input and output (< 100 ns) for the x1 and x2 signals was consistent
with MCP specifications. This confirmed the proper wiring.

8. The resistance between the different channels on the decoupling box was measured to
be > 40 MOhm (limited by the multimeter readout), confirming that no cross-talk
existed between the channels. The only value smaller than this was between MCP
front and the shim ring, at 14.8 MOhm, which was within the expected specifications.
However, before the MCP could be properly used, this resistance had to be matched
to the one between the MCP back and the shim ring (which was > 40 MOHm).
Thus, a resistance was needed in parallel to the latter two channels. The HVT4+
box provided by Roentdek, with a resistance of 25 MOhm, was initially used, giving
a total resistance between MCP Back and the shim ring of 16.6 MOhm, still bigger
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Figure 6.16: a) Electrical connections of the anode wires and MCP rings (see Sec. 6.3.2)
to the vacuum feedthrough flange. b) Pins on the vaccum feedthrough flange, used for
connection to the FT12TP signal decoupler electronic box. ¢) Vacuum feedthrough with all
connections attached to the CF200 flange.

Figure 6.17: a) Sample of signal on the oscilloscope when a pulse of 10 mV amplitude and
20 ns width was sent on the x1 channel of the decoupling box. The pink line is the original
signal, the blue line is the signal readout from the x2 channel (the other end of the x-position
encoding wire), and the green line is the signal from the y1 channel. b) Resistances present
in the HVT+ box delivered by RoentDek (5 MOhm and 20 MOhm in series). c¢) Final
resistance configuration after 2 10 MOhm resistances were added in parallel to the 5 MOhm
resistance.
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than needed. To calculate the needed resistance more precisely, a 400 V potential
difference, using an NHQ 205M high voltage module, was applied between the MCP
Front and the X channel (corresponding to the shim ring), and the resulting current
was read with a 1 pA resolution. The obtained resistance was 15.0(5) MOHm. Using
the same method, a 45.0(5) MOhm resistance was obtained between MCP Back and
the X channel. Thus, a 22.5 MOhm was needed in parallel with MCP Back and the
X channel. The HVT4+ box contained two resistances of 5 and 20 MOHm in series,
therefore, two more resistances of 10 MOhm were added in parallel to the 5 MOhm one
(see Fig. 6.17 b) and c)), leading to the desired final resistance between MCP Back
and the X channel. The resistance matching was confirmed by applying a voltage and
measuring the current as described above.

9. The next step was to perform the MCP startup procedure, which required slowly
increasing the voltage on the MCP Front and MCP Signal inputs up to the desired
values. As for the initial test we wanted to check the ion background, the recommended
final values were —2000 V for MCP Front and +270 V for MCP Signal. We started by
increasing the MCP Signal value to +270 V and reducing the MCP Front to —730 V
(for a difference of 1000 V) using NHQ 205M high voltage modules. Then, the voltage
on the MCP front was reduced by 50 V every 10 mins until it reached —2000 V. For
some increment steps, the current went over the limit imposed using the high voltage
module (0.2 mA), which triggered the voltage to drop to zero. When this happened,
the voltage was quickly brought to the last stable value, and the process continued
until the final value on the MCP Front was achieved. At each step, the current was
also recorded, showing the expected linear trend as a function of voltage (Fig. 6.18 a))
and further confirming the proper working of the MCP. Once —2000 V was reached on
the MCP Front, we waited for 30 minutes before making all the electrical connections
outside the vacuum. For future operations of the MCP, the voltages can be directly
increased /decreased to the desired voltage as long as the ramp is below 500 V/s.
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Figure 6.18: a) Recorded current vs input voltage from the ISEG HV NHQ 205M module
during the starting procedure of the MCP. Red dots represent the data, while the blue line
results from a lincar fit to the data. b) Example of background signal from MCP Front
recorded on the oscilloscope after amplification using FAMP1. ¢) Example of recorded 2D
distribution of background events using the CoboldPC software.

10. We began by connecting the four anode outputs (x1, x2, y1, y2) and the MCP Front
output to an amplifier (FAMP1+ or ATR19-2 from RoentDek) and observing their
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11.

analog output on an oscilloscope in order to check for background events. The resulting
shape, as well as the rate (~ 50/s) of the events, were as expected (Fig. 6.18 b)). The
height of all five outputs was adjusted to about 150 mV on average after amplification.

The signals from the decoupler box were then connected to the provided RoentDek
analog electronics. The signals from x1, x2, y1, and y2 were each sent to one of the
input channels of the ATR19-2 module, which acts both as an amplifier and a constant
fraction discriminator (CFD). The MCP Front signal was first sent to an amplifier
(FAMP1+) and then to a separate CFD (CFD1c). The NIM outputs from the CFDs
are subsequently sent to a RoentDek 8 channels TDC card (TDC8HP1i) attached to a
PCI2PCle adapter crate. The data is recorded on a Windows PC using a PCle card.
The TDC card has a < 100 ps resolution, allowing < 100 pum 2D position resolution
and rates > 2 MHz per channel. Then, the first 2D spectrum was recorded using the
provided CoboldPC software, as shown in Fig. 6.18 ¢). The background data was
uniformly distributed over the whole area of the MCP, as expected.

Figure 6.19: a) 4 aluminum rods (40 cm long) are attached to the outer four PEEK spacers
on the CF200 flange. A 17 thick aluminum ring is used to add further stability and better
alignment for the rods, as well as ease the attachment of an aluminum mesh around the rods
(see Sec. 6.3.3 for details). b) The previously assembled VMI setup is attached to the four
aluminum rods using a 1” aluminum ring. ¢) Fully assembled mu-metal shield. The top and
bottom parts are attached together using M3 aluminum screws.

12.

13.

Once the preliminary results of testing the proper functionality of the MCP were
complete, the vacuum was turned down in the chamber, and the top flange with the
MCP and the top part of the mu-metal shield attached removed in order for the rest
of the VMI setup, as well as the bottom part of the mu-metal shield to be attached.

Four aluminum rods of equal length (40 cm), used to hold the VMI stack containing
the clectrodes, were attached to the four outer PEEK threaded rods (Fig. 6.19 a)). As
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in the final setup the mu-metal shield will be kept at a non-zero voltage (on the order of
—1kV), an aluminum mesh was placed around the rods in order to shield the electrons
traveling towards the MCP from this voltage (Fig. 6.19 b)). An aluminum rod of 1”
thickness was added about halfway in between the electrodes stack and the MCP in
order to add more stability to the aluminum rods, as well as ease the attachment of the
aluminum mesh (Fig. 6.19 a)). A Kapton tape was placed around the region where the
two ends of the aluminum mesh were connected in order to prevent any sharp edges
from producing a voltage drop between the mu-metal shield and the mesh.

Figure 6.20: a) Assembled iris attached to a linear feedthrough that allows for adjusting of
the inner diameter between 3 and 25 mm. An electrical connection is made to the iris to
allow for its use as a Faraday cup in the future, for ion beam alignment and calibration. b)
Crucible used to load the Yb in the oven. c) Iris and oven attached to the main interaction
chamber. A vacuum pump is added on top of the oven for differential pumping.

14. Finally, the VMI electrode stack was attached at the bottom of the aluminum rods
using another aluminum ring of 1” thickness (Fig. 6.19 b)). This ring was attached
to the aluminum rods using M6 PEEK screws. The electrode stack was attached to
the ring using aluminum screws. The ring and the top 4 electrodes were connected
to each other and kept at the ground potential. The other electrodes had individual
connections (kapton-covered wires in Fig. 6.19 b)) that were attached to individual
SHV connectors on the vacuum feedthrough, allowing the application of individual
voltages. The electrode disks were attached to each other using PEEK spacers. The
M6 PEEK screws were used to adjust the electrodes stack horizontally in order for it to
be parallel to the MCP. The alignment was achieved using an electronic level meter by
comparing the inclination of the top flange (to which the MCP was previously aligned)
with the inclination of the top disk of the VMI stack. Previously, the alignment of
all the electrodes with respect to the top one was done using an analog level meter.
The bottom part of the mu-metal shield was then connected to the top part using
M3 screws as shown in Fig. 6.19 c), and the electrical connection cables to the VMI
electrodes were brought outside the mu-metal shield through previously made holes on
the side. Two bigger circular holes in the bottom part of the mu-metal shield will be
used for the ions/atoms path, while the two elongated holes will be used for laser path
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access.

15. The fully assembled setup was placed again at the top of the main experimental cham-
ber, and the cables to the VMI electrodes connected to SHV pins on the vacuum
feedthroughs.

16. A previously assembled iris was attached between the oven atomic source and the
main interaction chamber (Fig. 6.20 a)). This ensured a better collimation of the
atoms while preventing too many atoms from reaching the interaction region, which
could negatively impact the vacuum level. The oven was loaded with Yb (Fig. 6.20 b))
and then attached to the main interaction chamber, and a small turbo pump was placed
on top of the oven chamber for differential pumping relative to the main chamber (Fig.
6.20 ¢)). The oven is equipped with a water cooling system able to keep it at 20° C.
Its inner element is heated by applying a current to built-in connector pins, and the
resulting temperature inside can be readout using a type K thermocouple.

17. For the initial tests, a thermal source of Yb was used. Given the low energy of the
atom expected from this source (a few 1000 m/s), the ions produced upon ionization
inside the mu-metal shield will not be able to exit the shield and will hit its bottom
part. Thus, for the initial test, only the electron detection was possible. Current
developments are being made to allow the use of atoms with energies of up to 20
keV, which would allow the detection of both the electrons and ions produced upon
ionization in coincidence.

6.4 Results

The whole setup was put under vacuum following the procedure described in Sec.
6.3.3. For the initial tests, with the goal of testing the proper functionality of the VMI
electron detector, the 1Sy(4f116s?) —3 P (4f116s7p) transition of Yb, at 262 nm [287], was
studied using a 2-step resonant ionization process. For this, two pulsed lasers were sent
perpendicularly to the direction of motion of the atoms, using previously mounted VC234
Thorlabs viewports on the sides of the main experimental chamber. The first laser was a
home-built grating titanium-sapphire (Ti:Sa) laser with a linewidth of ~ 2 GHz and tunable
wavelength [51, 247]. In order to reach the required frequency for the first step in the 2-
step resonant-ionization process, the frequency of the light produced by this laser was first
doubled using a BBO crystal and then tripled using a second BBO crystal by summing the
initial and doubled frequencies. The second laser, used for the non-resonant ionization, was a
commercial BigSky 532 nm Nd:YAG laser. For these tests, the optical cavity was not placed
in the main experimental chamber.

The Nd:YAG laser polarization was adjusted using a zero-order half-wave plate (see
Sec. 6.2.3). This was needed in order to ensure that the polarization direction was parallel
to the plane of the MCP detector (see Sec. 6.3.1). Both lasers were injected inside the
experimental chamber through the same viewport using a bichromatic mirror. A second
viewport, located on the other side of the chamber relative to the injection point, was used
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to dump the laser power to a beam dump, as well as perform the initial laser alignment,
using an iris on each of the 2 viewports.
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Figure 6.21: a) Number of counts as a function of time for different values of the wavenumber
of the first step laser, from below resonance (< 38174.0(2) cm™') to the resonance value
(38174.2(2) ecm™!). The first and second step laser powers were kept constant at 50 ¢W and
0.8 W, respectively. b) Number of counts as a function of time for different changes in the
laser setup. For all cases where the Grating laser was on, its power was at the optimized
value of 50 puW.

For the used Yb transition, the wavenumber of the first step laser was set based on
the literature resonance value of 38174.17 em™! [287]. The oven current was increased to
3 A (corresponding to ~ 300° C), the maximum value allowed by the oven specifications.
The grating laser power after the tripling unit was set to 10 4W and the green laser to
900 V, corresponding to a power of 2.1 W. The delay between the 2 lasers was set to 100
ns. The MCP signals were recorded if they occurred in a time window of 100 ns after the
Nd:YAG laser pulse. An increment in the MCP counts signal with both lasers on, in the
above-mentioned configuration, was observed relative to the case of only one of them being
on. This initial signal was optimized by adjusting the various available parameters, reaching
the best parameters at a voltage of the Nd:YAG laser of 850 V (0.8 W), a power of the
grating laser of 50 uW and a delay between the 2 lasers of 100 ns. The resonant nature of
the signal was tested by changing the frequency of the laser, in which case the signal dropped
significantly, or by blocking one or both of the lasers, which had a similar effect. In Fig. 6.21
a), we can see a clear, significant increment in the number of counts when the frequency is
increased from below 38174.0(2) cm™ to the resonant frequency, 38174.2(2) cm™!. Due to
DAQ-related issues, we could not record the laser wavelength as a function of time. Thus,
the quantity on the x-axis in Fig. 6.21 is time instead of wavenumber. This issue is being
addressed in the current, improved version of the experiment. In Fig. 6.21 b), we also show
the signal variation when changes to the laser setup are made, such as blocking one of the
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two lasers or reducing their power, further proving the resonant signal observed. From Fig.
6.21, it can be seen that a large SNR (~ 10) can be achieved for the right experimental
parameters. By further reducing the power of the two lasers, we were able to achieve a
background as low as < 1 count per minute at the cost of a reduced number of events when
on resonance. We note that detecting the ions in coincidence with the electrons should keep
the background at the < 1 count per minute level while allowing a significant increase in
the SNR. This path is currently pursued in the improved version of the experiment (see Sec.
6.5).

a) 20 b) 20
15 15
10 10

5

0

-5 —

=10 -10
-15 —=15

20 =15 =10 - 2920 =15 -10 =5 0
x[mm] x [mm]

Lo +]

[=)]
(9]

y [mm]

F-9

y [mm]
=

w

N
w

=]

0

5 10 15 20

Figure 6.22: a) 2D VMI raw image obtained using the optimized electrode voltages (see
Table 6.1). The color code is shown in the color bar on the right and corresponds to the
number of counts in each 0.15 x 0.15 mm pixel. b) 2D image obtained after performing an
inverse Abel transform on the raw image. The color code is shown in the color bar on the
right and corresponds to the number of counts in each 0.15 x 0.15 mm pixel.

With the first step laser frequency fixed on the resonant transition, a 2D image of
the electrons on the MCP was recorded. Starting with and adjusting the values of the
voltages obtained from SIMION simulations (see Sec. 6.3.1), the 2D pattern obtained on the
position-sensitive detector was optimized, aiming to improve the spatial /energy resolution of
the signal. The voltages giving the best result are shown in the last column of Table 6.1, and
the obtained 2D image is displayed in Fig. 6.22 a). Two lobes, corresponding to a p-wave
electron, can be clearly seen, with their thickness setting the energy resolution of the setup.
We believe that the deviation of the 2D pattern from a circular shape is mainly due to the
extended and non-symmetrical distribution (along the direction of the lasers) of the thermal
atomic beam in the interaction region. This effect should be significantly reduced once we
switch to an ablation target ion source and increase the ions’ energy to ~ 20 kV, as planned
for the improved version of the experiment (see Sec. 6.5). In order to extract the energy
resolution of the setup, an inverse Abel transform was performed using the rBasex algorithm
[288] and the obtained pattern is shown in Fig. 6.22 b). The existence of the two lobes is
even more apparent than in the raw image, while the background events have a minor effect,
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as expected [251].

From the obtained inverse-Abel transformed image, the achieved energy resolution can
be obtained by fitting the radial distribution with a Gaussian plus a constant function. This
is shown in Fig. 6.23. Given the known ionization potential of Yb [289] and the frequencies
of the two lasers used, the location of the Gaussian mean, p = 13.8(1) mm, corresponds to
an electrons energy of 0.74 eV. Then, the width of the Gaussian distribution, o = 0.97(1)
mm, leads to an energy resolution of the VMI setup of AF = 100(10) meV. This resolution
is already enough to clearly distinguish between different electronic energy levels in most
atoms, and we expect to improve it by at least a factor of ~ 5 in the updated version of the
experimental setup.
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Figure 6.23: Measured counts as a function of the radial distance from the center of the

position-sensitive detector. The red dots represent the data, while the blue line is the fit to
the data.
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6.5 Outlook

Now that the VMI setup and the cavity locking were successfully tested under vacuum,
there are several directions to be pursued moving forward. The first obvious next step is
reproducing the obtained results using the actual cavity for the ionization step instead of
the Nd:YAG laser. Placing the cavity in the experimental chamber will prevent us from
sending the first step laser perpendicularly to the direction of motion of the atoms, and an
anti-collinear direction will be used.

As the ionization step now has a wavelength of 1064 nm, no transitions in Yb can
be studied with only one excitation step (using multi-step resonant steps in the future is
also being considered). Therefore, we decided to test the setup using a Cs source, and drive
the 25 /2(5p°6s) —? Py/2(5p°8p) transition at 387.7 nm [290] as the first step, which can
be achieved by doubling the light produced by our grating Ti:Sa laser using a BBO crystal.
Using a CW laser for the first step in the future, instead of the grating Ti:Sa laser, will also
be explored. This transition will take us 0.7 eV away from the IP of Cs [291], from which
we can induce non-resonant ionization with a 1064 nm (1.17 eV) laser.

In the proof of principle experiment, the ions reaching the interaction region had too
little energy to escape the mu-metal shield. This was because they were produced using
a thermal source. While for the initial test of inducing ionization using the optical cavity
we will also use a thermal source (but of Cs instcad of Yb), we aim to switch to a laser
ablation target ion source. This will allow us to produce ions instead of neutral Cs atoms.
The ions obtained from ablating a solid Cs target (e.g., using a BigSky Nd:YAG 532 nm
laser) can be accelerated to high energies (we aim for 20 keV kinetic energy), deflected by
90 degrees towards the interaction region, then neutralized in a charge exchange cell. The
non-neutralized Cs ions will be deflected, while the neutral ones will be able to reach the
interaction region inside the mu-metal shield. A Rb-based charge exchange cell is already in
our lab, and its installation and characterization are underway. Importantly, given that we
can control the ions electrostatically before neutralization, we can have a much more focused
atomic beam in the interaction region compared to the one produced from the oven source,
which should allow for a significantly higher energy resolution (see Sec. 6.4). The 90 degrees
bender has already been assembled and is ready to be installed (see Fig. 5.2). Its design
allows ample laser access, which is needed both for ablation and for the alignment of the
first step resonant laser. After the interaction region, a 6-way cross will be placed with a
MagneT OF ion detector to detect the ions exiting the mu-metal shield, which is now possible
given their high kinetic energy. This new setup will allow us to test the cavity inside the
vacuum, the new Rb charge exchange cell, as well as various background reduction techniques
by using the time and position information of the electrons and ions produced during the
ionization event. Using a position-sensitive detector instead of a MagnetTOF to detect the
ions can further allow background reduction and even an event-by-event reconstruction of
the initial energy of the atoms before ionization (see more details in Article 6 [56]). Once
these tests are successful, the setup is expected to be taken to a radioactive beam facility
for online study of short-lived isotopes.
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Chapter 7

Conclusion and Outlook

In this thesis, I presented pioneering results in the field of radioactive molecules, open-
ing the way for future precision measurements of fundamental physics using these systems.
Taking advantage of the high sensitivity, selectivity, and spectroscopic resolution of the
Collinear Resonant lonization Spectroscopy (CRIS) technique, we achieved the first preci-
sion spectroscopic study of a radioactive molecule, radium monofluoride (RaF), opening the
way for similar studies in other radioactive systems of interest, while proving the predicted
high sensitivity of RaF to various nuclear structure properties.

In Article 1 [52], we performed a systematic investigation of an isotopologue chain of
RaF molecules, being able to measure the vibrational spectrum of RaF molecules containing
Ra isotopes with lifetimes of less than 4 days (***RaF). These results revealed the isotope
shift effect related to changes in the nuclear charge radius of the Ra nucleus and allowed us
to quantify the changes in the RaF vibronic spectrum upon isotopic substitutions of the Ra
nucleus. These measurements proved, for the first time, the high sensitivity of RaF molecules
to small nuclear effects, while confirming the reliability of many-body electronic structure
calculations at the < 10% level. These results were the first of their kind performed on
radioactive molecules, providing empirical evidence for the suitability of these systems for
future fundamental physics studies.

While very encouraging results were obtained in the work presented in Article 1, the
spectroscopic resolution prevented the observation of the finer details of the energy structure
of the RaF molecules. The resolution of the experiments was improved in a second ex-
perimental campaign, allowing us to resolve the rotational and hyperfine structure of these
molecules. Article 2 [53] describes the first rotational spectroscopy of a radioactive molecule,
226RaF, which allowed us to observe molecules in rotational levels with production rates as
low as 50 molecules per second. The measured data was fit with an effective Hamiltonian,
from which the rotational energy levels, useful for future precision spectroscopy studies, can
be determined. The measurements also allowed us to quantify, for the first time, an efficient
laser cooling scheme for RaF, proving the suitability of this molecule for future precision
measurements.

Article 3 [54] reports the advances made to observe the rotational and hyperfine struc-
ture of the ?**RaF molecule. This allowed us to study the magnetic dipole moment of the
225Ra nucleus and observe, for the first time in a molecule, the effect of the distribution of the
nuclear magnetization in one of the constituent nuclei on the energy levels of the molecule.

219



This result further highlighted the high sensitivity of RaF molecules to minuscule nuclear
effects, even nuclear-spin dependent ones, while confirming the accuracy and precision of ab
initio quantum chemistry many-body calculations at below 1% level of accuracy. In the same
article, using electronic structure and single particle nuclear shell model calculations, we pre-
dicted the expected effect of various nuclear symmetry-violating effects in RaF molecules.
The obtained results proved that by applying advanced quantum sensing techniques already
used for stable molecules to RaF, one could set world-record bounds on symmetry-violating
effects.

Article 4 presents a measurement of the ionization potential (IP) of the RaF molecule.
This is the first IP measurement performed on a short-lived, radioactive molecule. The
obtained value of the IP was in excellent agreement with ab initio quantum chemistry many-
body calculations, proving the critical contribution of relativistic effects in understanding
the properties of this molecule. We showed that, unlike most molecules, the IP of RaF is
below the dissociation energy, which should allow the investigation, with high precision, of
high-lying Rydberg states in RaF. These states can facilitate an enhanced control of these
molecules using external electric fields, which can be a valuable tool for future precision
measurement studies. Concurrently, knowing the precise value of the IP can allow for the
development of laser ionization schemes with improved signal-to-background ratio.

These results have stimulated different research directions, as described in detail in
Chapter 4. Developments to implement the laser cooling scheme presented in Article 2
[53] are underway. Starting with laser cooling and trapping of ??RaF, the experimental
scheme will be extended to ?2RaF molecules, and other RaF isotopologues containing Ra
isotopes with nuclear spin, such as 2Ra. Once cooled and trapped, precision measurement
of nuclear symmetry violating effects can be performed. Concurrently, efforts are being
made to measure other symmetry-conserving properties of RaF molecules, such as the rest
frame electric dipole moment, needed for the symmetry violation measurements [26, 28,
29|, or the nuclear magnetic octupole moment of ***Ra, which can provide us with a better
understanding of the nucleon distribution inside the Ra nucleus [15]. At the same time, the
techniques presented in Articles 1, 2, 3, and 4 [52-54] can be extended to other radioactive
molecules of interest for symmetry violation searches as well as for astrophysics [181, 200,
204-208, 216|. A letter of intent for the development of Pa beams for future experiments
using Pa atoms and molecules has already been approved at FRIB. Studies of these species
should begin in the coming years. 2?°Pa is expected to have an enhanced sensitivity to
nuclear symmetry violating effects, which is two orders of magnitude higher than for Ra
isotopes [45, 46, 206].

Following the results achieved in the RaF molecule, Article 5 [55] presents a differ-
ent experiment with the goal of measuring hadronic parity violation using single molecular
ions in a Penning trap. The experiment is well suited for molecules containing short-lived,
radioactive nuclei and should allow the investigation of parity-violating properties at the nu-
clear level in a wide range of nuclei across the entire nuclear chart. This will provide critical
information to understand the weak interaction between protons and neutrons. Moreover,
it will allow us to measure some of the least well-known parameters of the Standard Model
[26, 43, 55]. Improvements in nuclear structure calculations could potentially facilitate the
use of such measurements for searches for beyond the Standard Model physics, too [17]. The
current status of the experiment is presented in Chapter 5, with the following steps being the
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trapping of ions in our new Penning trap, the proof of principle for the AC Stark interference
technique inside the trap, and, ultimately, a non-zero measurement of parity violation effects.
Once these goals are achieved on the MIT campus, the setup can also be taken to radioactive
beam facilities in order to perform measurements in molecules containing radioactive nuclei,
where the sought-for effects can be significantly enhanced [14, 54].

Finally, Chapter 6 presents a new experimental setup, with the goal of measuring iso-
topes with lifetime on the order of 1 ms and below. The experiment will be applicable to
isotopes produced with small rates (< 1 ion per minute) and in the presence of highly con-
taminated environments. This will enable measurements of the electromagnetic properties
of key isotopes at the extreme of stability, which are of particular interest for nuclear struc-
ture, astrophysics, and beyond the Standard Model physics [15, 56]. Such species can’t be
studied currently with existing laser spectroscopy techniques. Article 6 [56] proposes a new
experimental setup that could overcome most of the shortcomings of the existing methods
and will allow the study of a wide range of nuclei at the limits of stability. Chapter 6 presents
the status of this experiment, together with preliminary results, showing the ability of this
technique to achieve very low background levels (< 1 event per minute), with ample room
for improvement in the future. Once all the components of the experiment are proved to
work together, and a proof of principle measurement is performed at MIT, the goal is to take
the setup to a radioactive beam facility and apply it to the study of short-lived isotopes of
interest [56].

The study of radioactive molecules is an emergent field of research, with a wide variety
of species, diatomic and polyatomic, neutral and ionic, waiting to be investigated. Currently,
many molecules with complementary advantages have been proposed for studies of funda-
mental symmetries and new physics searches [181, 200, 204-208, 216]. The results presented
in this thesis, as well as in the articles published as the result of this PhD work [52-56] are
expected to motivate and guide future progress in this emerging field of research. Radioactive
molecules offer unprecedented sensitivity to study various parity and time-reversal violating
effects, with great promise to discover new physics beyond the Standard Model.
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