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Abstract

In this thesis, dynamics experiments are developed that can be used to study pro-
tein conformational changes such as folding and binding. Every functional motion
of a protein is inextricably linked to conformational dynamics. However, most of
our insight into protein folding and binding is indirectly obtained through kinetics
experiments that measure reaction rates and reveal how fast populations of stable
states interconvert. Two-dimensional infrared spectroscopy (2D IR) is the central
tool developed in this thesis for protein dynamics experiments due to its combination
of time and structural resolution. As a vibrational spectroscopy, 2D IR potentially of-
fers femtosecond time resolution. Its advantages over linear, absorption spectroscopy
come through correlating excitation and emission frequencies to allow for a separa-
tion of homogenous and inhomogeneous line shape components, and to give rise to
structurally sensitive cross-peaks. One general problem was repeatedly addressed in
this thesis: how can 2D IR spectra best be modeled to reveal atomistic structural in-
formation? The key feature that now sets 2D IR apart from other fast protein probes
is that the data can readily be calculated from an atomistic structure or molecular
dynamics simulation using the methods developed in this thesis work. Demonstra-
tive applications are presented for the amide 1-11 spectroscopy of NMA, the amide
1'-II' spectroscopy of poly-L-lysine, isotope-edited 2D IR spectroscopy of trpzip2, and
transient 2D JR spectroscopy of ubiquitin unfolding after a temperature jump. The
emerging paradigm is to interpret 2D IR spectra with the aid of an atomistic, molecu-
lar dynamics simulation. The applications to protein binding use the monomer-dimer
transition of insulin as a model system. Using a combination of experiments and sim-

ulations, this equilibrium was characterized as a function of protein concentration,
temperature, and solvent. Finally, as a complement to the structural information
provided by 2D IR, dye-labeling and intrinsic tyrosine fluorescence experiments on
insulin are described.

Thesis Supervisor: Andrei Tokmakoff
Title: Professor
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Chapter 1

Introduction

Proteins are the nanoscopic automatons that direct every process that we associate

with life. Proteins control our growth and reproduction by carefully unraveling our

genome, faithfully duplicating every base in the two meter length of our DNA, and

then repackaging it.1 Proteins break down our food into the tiniest usable blocks,

extract its energy, and use the pieces to construct sophisticated devices like lungs and

eyeballs and more proteins. Proteins drive the thunderstorm of electrical currents

responsible for memory and thought, they patiently capture photons one at a time

to allow for vision, and synthesize the hormones and other chemicals that guide our

personalities; they synthesize the adrenaline, oxytocin, and seratonin that help us

rise to action, bond with people, and relax. It's not much of an exaggeration to say

that every biochemical bond in the body that is formed or broken has a protein's

fingerprints on it.

Proteins perform a vast array of functions, and we know that each can be de-

composed into a nested application of chemical forces acting on short distances and

fast time scales. Thus, proteins act as gears in a transmission device that couples

the world of pairwise molecular interactions acting on Angstrom distances and fem-

tosecond time scales into a universe of emergent synthetic and regulatory changes

appearing on pm-m distances and ms-min time scales. What is the best way to un-

'DNA fully stretched is ~ 107 the length of DNA polymerase. A similar scaling of length scales
is the ratio of the height of the average human to the diameter of the earth.



derstand the functions of proteins? Because atomistic structure elucidation methods

such as x-ray crystallography and NMR have been the traditional workhorses for

molecular biophysics, it is unsurprising that these methods have driven the major ad-

vances in our understanding of protein function. However, the increasing availability

of atomistic models has not been accompanied by growing confidence in the ability

to intuit biochemical mechanisms from the inspection of static protein structures.

Universal application of the biological dogma that "form determines function" has

not been feasible because protein functions often arise as a result of a competition

between weak, non-covalent interactions that are difficult to predict based on the

structure and are not amenable to localized descriptions.

Every functional motion of a protein is inextricably linked to conformational dy-

namics. Thus, an alternative route towards understanding protein function is to

complement structural studies with dynamics experiments aimed at elucidating a

time-resolved view of the order of events. The ultimate goal of these dynamics ex-

periments is to characterize the free energy surface, which is a model that encapsu-

lates dynamical information, thermodynamics, and probable reaction pathways. In

this thesis, there is an emphasis on protein folding because the associated molecu-

lar forces and search problems are ubiquitous elements; the same physical principles

underlie phenomena such as allostery, cooperativity, fibrilization, and assembly. The

tools required to probe these events require considerations of disorder, collective co-

ordinates, and multidimensional reaction surfaces. One outstanding problem that

highlights many of the challenges in understanding protein functions is the biophysics

of protein-protein interactions. For flexible proteins that undergo a conformational

change upon binding, this process is intimately related to the folding problem. A

wide variety of length and time scales are juxtaposed in the process of diffusing sev-

eral intermolecular lengths, recognizing a binding partner, and refolding. Chapter 7

provides a detailed introduction to the questions that arise in protein-protein binding

and the framework for designing dynamics experiments aimed at protein association.



1.1 Dynamics Experiments

Ultimately, this thesis is concerned with developing dynamics experiments that can be

used to study the biophysics of protein folding and binding. Most of our insight into

protein folding and binding is indirectly obtained through kinetics experiments that

measure reaction rates and reveal how fast populations of stable states interconvert.

In contrast, a dynamics experiment reveals evolution along a reaction coordinate; this

type of experiment is challenging because most biophysical processes are encumbered

by activation barriers that obscure the fleeting motion along reaction coordinates rel-

ative to the many failed attempts to cross reaction barriers (non-reactive dynamics).

Furthermore, in equilibrium bulk experiments these brief barrier-crossing events are

unsynchronized, and cannot be observed in a time-dependent fashion.

These considerations detail the needs for a dynamics experiment, which are illus-

trated using the reaction shown in Figure 1-1a. Figure 1-lb and c show two associated

free energy surface with obligatory, two-dimensional reaction coordinates. While no

one-dimensional reaction coordinate fully describes the pathway from reactant to

product, the spectroscopic coordinate in Fig. 1-lb allows for a continuous description

of the changes from reactant, through the transition state, to the product; this is not

so in Fig. 1-1c because the reactant well overshadows the product well when only the

spectroscopic coordinate is observed.

Figure 1-id shows a schematic of the spectral changes that would be observed if

a barrier-free reaction was initiated on the surface in Fig. 1-lb and probed with suf-

ficiently fast time-resolution. Because no barriers are encountered to desynchronize

the reaction, the barrier-free timescale, A-- is revealed. Further, because the spectro-

scopic coordinate projects favorably upon the pathway from reactant to product, the

time-dependent frequency characterizes the structural changes. If the spectroscopic

coordinate does not distinguish continuous changes along the reaction pathway, or if

thermally activated barrier crossing is initiated a kinetics experiment such as shown

in Fig. 1-le is still possible that measures the overall conversation rate, k7 without

structural information.
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Figure 1-1: Illustration of considerations for a dynamics experiment. (a) A folding
reaction with two structurally distinct equilibrium states that is characterized by the
rates kf and kr. (b) A spectroscopic coordinate that distinguishes between the re-
actant (R), product (P), and transition state (TS) with a dividing line on the free
energy surface. (c) A free energy surface where the product well and transition state
are not separable from the reactant without inclusion of an unobservable, dark coor-
dinate. (d) A schematic of a dynamics experiment that directly reveals time-resolved
structural changes and the barrier-free rate. (c) Time-resolved populations observed
in a kinetics experiment that measure the overall rate, kf, and require additional
assumptions to reveal dynamical information.

The requirements of structural sensitivity and time-resolution can come into con-

flict; since spectroscopy typically infers structure using energy gaps, temporal and

spatial resolution are effectively conjugate variables, and a compromise between both

is required. Without structural resolution, product and reactant are indistinct. As
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temporal resolution is reduced, only the average structure is characterized.
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Figure 1-2: Overview of time scales for protein dynamics and kinetics and directly
accessible time scales by experiments.

In summary, there are three requirements for a successful dynamics experiment of

the type described above:

1. Temporal Resolution The time resolution of the probe must be faster than

the dynamics of interest. Figure 1-2 shows the time scales for a variety of

biomolecular motions. There is an approximate inverse relation between the

length-scale for the structural rearrangement and its rate; the time scales range

from fast motions correlated only among a handful of atoms to slow motions for

global structural changes; biophysically relevant conformational changes include

short-range fluctuations of protein side-chains, torsions, and hydrogen bonds

(~ 10-4-10-11 s); protein reorientation, chain diffusion, nucleation and folding



of secondary structure (~ 10-9- - 10-6 s); domain folding and tertiary contact

formation (- 10-6 s); and folding, binding or aggregation kinetics through

activated barrier crossing (> 10-3 s). From investigations for a protein folding

"speed limit," there is evidence that a time resolution of 1 ps or shorter is

required, which is set by the diffusion-limited passage time across protein folding

transition states. 21-25

2. Structural Resolution Protein folding and binding dynamics can occur over

several disparate coordinates including solvation, reorientation, secondary struc-

ture formation (a helices, 3 turns and sheets), hydrophobic association of side

chains, and spatial diffusion. Each coordinate probed in a dynamics experiment

reveals a projection of the reaction coordinate, and while a full characteriza-

tion requires a complement of tools, consideration must be given to the trade-

off between spatial and temporal resolution. Multidimensional NMR provides

atomic level structures, but its utility for following folding is restricted to long

times.26,27 As the motionally narrowed limit is approached, the ability to extract

fast kinetics becomes dependent upon modeling assumptions. Time-resolved x-

ray diffraction probes atomic-level structural changes in crystals, 28,29 and has

been applied to proteins in solution with only coarse structural information. 30,31

IR absorption, 32,33 Raman, 34,35 and UV circular dichroism3 ,37 have been used

with success to reveal the rates of folding and unfolding processes on picosecond

to millisecond time scales, but these methods are challenged by ambiguous re-

lations between observables and folding coordinates. Single-molecule methods

offer unparalleled sensitivity to heterogeneity, but have historically been limited

to ~~ms time resolution and coarse structural information from fluorescence. 38,39

While the time resolution of single-molecule experiments is improving, 39 poor

structural resolution and difficulty sampling rare events continue to limit their

dynamical information content.

3. Rapid Reaction Initiation Because the flux of proteins undergoing fold-

ing and binding barrier crossing events is typically unobservable in equilib-



rium bulk experiments, rapid initiation techniques are required to observe the

fastest biomolecular motions. Microfluidic rapid mixing devices offer a versatil-

ity of possible denaturants, but are only capable of 10 ps time resolution.40 4 1

The fastest, generally applicable technique has been unfolding with a laser-

excited temperature jump. In these experiments, the solvent is rapidly heated

via absorption of an optical dye42 or by direct excitation of water in the in-

frared. For the latter, nanosecond temperature jumps (~z.10-20 K) are routinely

reported 21,'4 , and changes as fast as 3-100 ps have also been observed. 44 45

Shorter time scales are yet possible, although non-thermal distributions46 are

created once the pulse length is shorter than the ~10 ps thermalization timescale

of water. Sufficient time-resolution to observe protein folding speed limits has

also been reported using a 0.7 pus pressure jump.47

1.2 Thesis Outline

Two-dimensional infrared spectroscopy (2D IR) is the central tool developed in this

thesis to meet the challenges addressed above for protein dynamics experiments due

to its combination of time and structural resolution. The year this research began,

a feature article was published by our group highlighting the ability of 2D IR to

characterize the potential energy surface and transition dipoles for a system of two

coupled oscillators, Rh(CO) 2 C5 H7 0 2.5 This thesis chronicles a transition in the use

of 2D IR from studying few-atom systems to dynamics experiments on proteins,

macromolecules with so many degrees of freedom that vibrational spectroscopy is

often considered ambiguous.

The experimental and calculation tools required to probe protein conformational

dynamics were formulated to treat the folding of trpzip2 and ubiquitin, and are de-

scribed in Chapters 2-6. The technical challenges associated with performing third-

order infrared spectroscopy on proteins are discussed in Chapter 2, and system-specific

details appear in Chapters 5, 6, and 8. Chapter 5 examines structural heterogeneity

in the -hairpin trpzip2. These experiments and modeling provided evidence for two



turn geometries, which argues against the consensus that the native state of trpzip2

consists of one well-ordered structure. In Chapter 6, transient temperature-jump 2D

IR was used as a probe of the unfolding dynamics of ubiquitin. Time-resolved struc-

tural changes manifested as a frequency blue-shift were compared against transient

2D IR calculations to interpret the unfolding mechanism as a sequential loss of strands

in the 0-sheet.

One general problem was repeatedly addressed in this thesis: how can 2D IR

spectra best be modeled to reveal atomistic structural information? The key fea-

ture that now sets 2D IR apart from other fast protein probes is that the data can

readily be calculated from an atomistic structure or molecular dynamics simulation

using the methods developed in this thesis work. The theoretical background for

these calculations is described in Chapter 3, and applications are presented for the

amide I-II spectroscopy of NMA (Chapter 3); the amide I'-II' spectroscopy of poly-

L-lysine (Chapter 3); the D-Arg peptide (Chapter 4), trpzip2 (Chapter 4 and 5);

ubiquitin (Chapter 4 and 6); and insulin monomers and dimers (Chapter 8). These

applications demonstrate the entire range of currently available theoretical models

for 2D IR spectra ranging from phenomenological (Chapter 3) descriptions; models

suited for idealized, periodic systems (Chapter 3); calculations that reach the limit

of currently available numerical accuracy (Chapter 5); the calculation of transient

2D IR spectra (Chapter 6); and approximations for calculating the 2D IR spectra of

larger protein systems (Chapter 8). In addition to calculating 2D IR spectra, these

simulations can be used to examine the vibrational mode composition (Chapter 8),

directly learn about solvation (Chapter 4 and 5), and characterize unfolding mech-

anisms (Chapter 6). The emerging paradigm is to interpret 2D JR spectra with the

aid of an atomistic, molecular dynamics simulation.

Chapters 7-9 describe the application of these tools to study protein binding. The

monomer-dimer transition of insulin was first considered as a model system for the

biophysics of coupled folding and binding in this work. It was chosen for our first

protein dissociation dynamics experiments because it displays the coupling between

binding and folding that has been described as the major challenge for models of



protein-protein interactions. Moreover, it is a small (51 amino acid) protein that

diffuses across average intermolecular separations during time scales that are relevant

to structural changes, and is amenable to molecular dynamics simulations. While

2D IR spectroscopy has undergone rapid maturing, there are no formulaic tools for

interpreting the data, and each experiment inspires new ways to visualize and model

the data. Chapter 7 presents an introduction of the biophysics of protein binding

and folding, a critical review of the currently used tools, and a framework for de-

signing dynamics experiments aimed at protein association. Chapter 8 describes the

monomer-dimer equilibrium of insulin, and how it can be tuned with by the protein

concentration, temperature, and solvent studied using 2D IR, related nonlinear spec-

troscopies, and molecular dynamics simulations. As a complement to the structural

information provided by 2D IR, Chapter 9 describes dye-labeling and intrinsic tyro-

sine fluorescence experiments on insulin that provide a more coarse-grained sensitivity

to the monomer-dimer equilibrium.

1.3 Introduction to Two-Dimensional Infrared

Spectroscopy

Two-dimensional infrared spectroscopy is one of a rapidly expanding class of new

ultrafast coherent vibrational spectroscopies48-55 that are finding broad use in stud-

ies of molecular structure and dynamics that probe peptides, 56 proteins,1-3,5 7 DNA, 58

chemical exchange kinetics,59 '60 hydrogen bonding, 6,62 and rapidly initiated chemical

reactions.63-65 Inspired by pulsed NMR techniques, 2D IR spreads a vibrational spec-

trum over two frequency axes to reveal vibrational couplings through cross peaks. A

2D IR spectrum correlates the frequency of vibrational excitation wi (referred to by

others as w or wp,,p) with the frequency of detection w3 (or wt or Wprobe). Diagonal

peaks can be assigned to chemically distinct normal vibrational modes or eigenstates.

The presence and splitting of cross peaks characterizes the anharmonic couplings

between vibrations. Connectivity, distance, or orientation between chemical bonds



can be extracted by modeling vibrational couplings.' Positive and negative ampli-

tude features in 2D IR spectra, corresponding to induced absorption or stimulated

emission processes in the detection step, characterize the vibrational anharmonicity.

Since the measurement is made with a picosecond or faster shutter speed, it captures

this structural information on a faster time scale than the evolution of most protein

dynamics. 2D IR diagonal and anti-diagonal line widths report on inhomogeneous

and homogeneous broadening, respectively, and can be analyzed in more detail to

describe variance in structural parameters. 66

1.3.1 Challenges in Interpreting Protein Vibrational Spectra

The appeal of using vibrational spectroscopy to understand chemical reaction dy-

namics arises from its generality, its strong connection to the internuclear geometries

and forces that drive reactions, and its potential for femtosecond time resolution.

In a semi-classical picture for any spectroscopy, the resonance coupled to the light

field must oscillate enough times to give the desired frequency resolution; because

vibrational oscillation periods are ~ 1 - 50 fs (4000 - 100 cm-'), they can be used

to resolve subpicosecond frequency shifts. However, the exquisite sensitivities that

IR spectroscopy offers are inextricably linked to line broadening process that ob-

scure spectral information; in the condensed phase, the generality of vibrational chro-

mophores implies that they will often be present at high concentrations, and plenty

of relaxation pathways will be available. Generally speaking, the more sensitive an

oscillator is to its environment, the faster it will dephase, and the broader its line

shape will be. Protein vibrations arising from the amide backbone are known to be

particularly sensitive to secondary structure, often display broad, featureless bands,

and arise from a large density of states- a protein of N amino acids will have (N - 1)

amide I eigenstates, all within 1600-1700 cm- 1 .



1.3.2 Amide I Vibrations

Amide group vibrations of the backbone receive the most attention in protein IR

spectroscopy because they are native to all proteins and report on secondary confor-

mation and solvation. These include amide I (primarily CO stretch), amide II (CN

stretch and NH in-plane bend), amide III (CN stretch and NH bend and CO in-plane

bend), and amide A (NH stretch). The amide I band (1600-1700 cm- 1 ) is by far the

most studied because its line shape is sensitive to the type and amount of secondary

structures and is not strongly influenced by sidechains.6 7 Well-established empirical

structure-frequency correlations, summarized in Fig. 1-3, find that 3 sheets have a

strong absorption band near 1630-1640 cm-1 and a weaker band at high frequencies

(>1680 cm- 1). The peaks for a helices and random coils are located at 1640-1660

and 1640-1650 cm-1, respectively.

The secondary structure sensitivity of amide I results from coupling between

amide I oscillators that leads to vibrational states delocalized over large regions of

the protein. 12 ,6 8 ,69 To illustrate, the IR-active amide I vibrational modes of ideal an-

tiparallel (AP) / sheets and a helices are visualized in Figure 1-3. The color-coded

diagrams indicate the vibrational amplitude and phase of the individual peptide os-

cillators within the normal modes of these secondary structures. Antiparallel / sheets

are predicted to have two dominant IR active modes. For the intense lower frequency

vi mode, oscillators are in-phase perpendicular to the / strands and out-of-phase

with their bonded neighbors. These relative phases are flipped for the P11 mode. a

helices have two bright states corresponding to the modes shown in Fig. 1-3. Since

the carbonyls are aligned with the helix axis, most of the oscillator strength is carried

by the VA mode with all oscillators in-phase and less by the degenerate VE1 modes

whose phase varies with a period of 3.6 residues.

1.3.3 Amide I 2D IR of Secondary Structure

Two-dimensional infrared spectroscopy provides an extra level of discrimination by

spreading congested FTIR spectra over an additional dimension to correlate different
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Figure 1-3: The Amide I Mode in Proteins. (Top) Empirical protein structure-

frequency relationships in the amide I region. (Bottom) A color-coded visualization

of the IR active -sheet and a-helix states where the shading intensity is proportional

to the participation ratio of a unit oscillator and the color denotes its phase; blue and

red are 1800 out-of-phase. Figure excerpted from Ganim et al.1

spectral features. To demonstrate, FTIR and 2D IR spectra for the three most com-

mon secondary structure motifs are shown in Fig. 1-4. The AP O-sheet, a-helix and

random coil states of poly-L-lysine have served as basis spectra for circular dichroism

and exhibit FTIR peaks with the canonical secondary structure assignments.

For AP / sheets, the amide I FTIR spectrum shows the strong v1 mode at ~1620

cm-1 and a weaker intensity v1 mode at ~1680 cm- 1 . The corresponding 2D IR

spectrum has v and vb peaks along the diagonal and two off-diagonal cross peaks.

A
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Figure 1-4: Amide I FTIR and 2D IR spectra demonstrating secondary structure sen-

sitivity. (Top) FTIR and 2D IR spectra of the three forms of poly-L-lysine compared

to calculated FTIR and 2D IR spectra of idealized structures (Bottom). Gaussian
random site energies are sampled around a mean of 1650 cm-' for the a helix, and
random coil (a = 10 cm- 1 and 12 cm-1) with a homogeneous line width of -y=1 2

cm- 1 for all. Figure adapted from Ganim et al.1

The frequency and intensity of viI is sensitive to the size of the 3 sheet,70 which causes

the v1 /vll splitting to increase as the sheet grows. Due to vibrational anharmonicity,

induced absorption (positive peaks) and stimulated emission (negative peaks) appear

displaced along wi, which causes 2D IR spectra to be asymmetric about the diagonal.

In FTIR spectra, both a helices and random coil regions appear as a single peak.

For a helices, this peak is at -1650 cm-'. The corresponding 2D IR spectra show a
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flattened figure-8 line shape due to their composition of a vA mode at ~1639 cm-1

and doubly degenerate vE1 modes at ~1652 cm-1 that are typically irresolvable with

natural line widths of -15 cm-1. Extended 310 helices are predicted to have similar

vA and VE1 modes; however this assignment is not straightforward in realistic 310

helices that typically appear as short segments capping the ends of a helices. 7

Unstructured proteins and random coils display a symmetric peak in the FTIR

spectrum at ~1640 cm- 1 that overlaps with the a-helical region. The 2D IR sig-

nature of this disorder is diagonal elongation caused by the stochastic variation in

structure and hydrogen-bonding environments. The diagonal line width reports on

inhomogeneous broadening, whereas the anti-diagonal gives the homogeneous line

width. Disordered regions in the experimental AP / sheet yield a random coil feature

in between the v 1 and vl bands.

1.3.4 Protein 2D IR Spectra

Features from the amide I 2D IR spectra of idealized / sheets, a helices, and random

coils presented in the previous section can be seen in the variety of protein spectra

in Fig. 1-5. The two extended / sheets in concanavalin A (con A) give rise to a

large -40 cm- 1 splitting between v 1 and Vl and a well-defined cross peak in the top

left quadrant that is similar to those of the /-sheet form of poly-L-lysine (Fig. 1-

4a). An overall Z-shaped contour profile appears for proteins with AP / sheets

due to diagonal elongation of v 1 with disorder, diagonal peaks at -1650 cm- 1 and

constructive interference with cross peaks in the wi dimension.

With decreasing /-sheet content, the splitting between Vp and v 1 decreases and the

vI/ vll cross-peak becomes a ridge extending from the vII band. This trend in splitting

continues with /-lactoglobulin and RNase A, which retain AP /3-sheet features despite

twisted sheets. /-lactoglobulin, which contains an eight-stranded 3 barrel, shows

distinct bifurcation of the vj band. The spectrum for RNase A shows an a-helix

peak along the diagonal at 1650 cm-1. The / hairpin trpzip2 has a clear v1 peak and

a strong ridge indicative of its stability.4 Ubiquitin shows the same Z-shape, although

with smaller splitting, even though its five-stranded sheet contains a mixture of AP
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These qualitative interpretations of amide I 2D IR correlation spectra can only

provide limited information. Different representations of the 2D data and ID repre-

sentations, such as the heterodyne-detected dispersed vibrational echo (HDVE) are

presented in Chapter 2 along with a discussion of general features of 2D IR spectra.

Chapter 3 demonstrates how integrating cross-peak regions can be used to compare

a set of spectra. Chapter 6 shows a set of metrics for analyzing transient 2D IR spec-

tra including changes in intensity, frequency, and antidiagonal line width. Finally,

Chapter 8 presents a series of analysis techniques and demonstrates how 2D IR and

HDVE can be used to quantify binding equilibrium constants and thermodynamic

parameters.

1.4 Afterword

Sections of text in this chapter were excerpted from "Amide I Two-Dimensional In-

frared Spectroscopy of Proteins," by Ganim et al.1



Chapter 2

Third-Order Infrared Experimental

Methods

Because two-dimensional infrared spectra provide a complete characterization of the

third-order response, 2D IR spectroscopy is becoming an increasingly popular tech-

nique for problems previously studied using IR absorption, pump-probe, photon echo,

and transient grating spectroscopies. By correlating the detection frequency with the

excitation frequency, 2D IR spreads vibrational spectra over two frequency axes.

Viewing the third-order response as a function of these two frequency dimensions

is the best way to extract vibrational couplings through cross peaks. The methods

used to acquire, calibrate, and phase 2D JR spectra in this thesis have been described

elsewhere,5,6 3 , 72 but they will be reviewed here. Different components of the third-

order response function will be shown to selectively accentuate diagonal and cross

peaks. One dimensional projections and slices of the 2D data will be presented that

facilitate comparison of a set of 2D IR spectra or to monitor selected spectral features

as a function of another external parameter.

2.1 Implementations of 2D IR Spectroscopy

Two-dimensional infrared spectroscopy (2D IR) has historically been performed two

different ways, which reflect two different conceptual pictures on how the signal is



created. In both cases, the goal of the experiment is to acquire a correlation spec-

trum that reflects the joint probability distribution of an oscillator being excited at

a frequency wi and probed at a frequency W3 after a waiting time, T2 . In its first

manifestation7 3 ("the double resonance method"), 2D IR was performed as a modi-

fied pump-probe experiment; frequency resolution in wi was achieved by filtering the

pump to a tunable r-1110 cm-1 slice, which was followed by a broadband probe (~1575

- 1725 cm- 1 ) that was measured using an IR spectrometer for w3 resolution. This

can be contrasted to the typical, broadband pump-probe experiment, which places no

such filter in the wi dimension and effectively integrates over all wi frequencies. The

first 2D IR spectrum was composed of a set narrow-band pump, broadband probe

spectra. 73

The 2D IR spectra in this thesis were acquired using the time-domain analog,

Fourier transform 2D IR. The approach has also been called the "heterodyned pho-

ton echo" method, which reveals its historical development. In a three-pulse IR echo

experiment, a signal can be emitted in a unique direction relative to the input pulses

that reflects a rephasing process. The principles of an echo experiment can be under-

stood by considering a simplified version of the third-order response for a two-level

system (g and e),

R (3) (T 1 T_2 T3 ) 0C Kexp [-if jT dtweg(t) + i j T
+

T 2
+
T 3 dt1weg(t)]) (2.1)

This expression represents an experiment where phase matching was used to select

only the R(3 ) signal where the phase evolution during r 1 is conjugate to T3 . In this

case, a recurrence in the signal is produced when the conjugate phases cancel and the

argument of the exponential is nearly zero; this recurrence is called an echo because

it reproduces the dipole and synchronized oscillation induced at the beginning of the

experiment, when T 1 = - 2 = 3 = 0, and the argument of the exponential is also zero.

In such a photon echo experiment, the time at which this recurrence occurs, and

how that changes when additional delay (T 2 ) is introduced between the T and T3

coherence periods can be analyzed to reveal timescales for loss of phase memory.74-78



However, these are time-domain experiments for which standard methods of interpre-

tation can only function in the case of dilute, isolated chromophores.79 As the upcom-

ing sections will detail, 2D IR spectroscopy is a more general form of this experiment,

which can be performed by interferometry with an additional, local oscillator (LO)

field to provide phase resolution in the T3 dimension. Both the echo (now called the

rephasing signal) and its phase matching complement, the non-rephasing signal are

summed, which is critical for obtaining absorptive, 2D IR lineshapes. Cervetto et al.

have compared the 2D IR spectra resulting from double resonance and heterodyned

photon echo experiments, 80 and concluded that while the same peaks arise in both

experiments, the former causes distortions in the wi dimension of the line shapes. Re-

cently, a new method for acquiring 2D IR spectra using a collinear pulse pair for the

first two interactions was reported.81 This method combines some of the simplicity

of the double resonance method because a boxcar geometry is not used, and retains

many of the advantages of the pulsed Fourier transform method.

The challenges for acquiring 2D IR spectra in the time domain include generating

short pulses in the mid-IR; introducing the pulses to the sample with correct focusing,

timing, and polarization; spatially isolating the signal; overlapping the signal with

local oscillator; and aligning the signal and local oscillator through the polychromator

onto the two-stripe array detector.

2.2 Acquiring 2D IR Spectra

2.2.1 Generating 6 pm Light

The front end of our 2D IR spectrometer consists of a Spectra-Physics Tsunami

Ti:sapphire oscillator (791.5 nm, fwhm=16 nm, 84 MHz, 600 mW) pumped by a

Spectra-Physics Nd:YAG Millenia (532 nm, CW, 6 W). The Tsunami provides seed

pulses for amplification in a Spectra-Physics Spitfire amplifier, which was pumped

by a Spectra-Physics Nd:YLF Evolution or Empower (532 nm, lOW). The Spitfire

regularly produced a 1 kHz train of 100 fs pulses with 1 mJ/pulse.



Infrared pulses centered at 1660 cm-1 (A = 6.02pm) were produced by pumping a

Spectra-Physics OPA-800 optical parametric amplifier with 720 mW of the amplifier

output. In the first stage, a 1% reflection was used to create a white light seed

in sapphire for the parametric conversion of 20% of the 800 nm light into 1.84 pm

(signal) and 1.4 pm (idler) by a type I process in 1 mm 3 barium borate (BBO). A

dichroic mirror was used to isolate the idler for an efficient seed to the second pass

conversion (remaining 79%) in the same BBO. The signal and idler were focussed

into 1 mm AgGaS2 and the 6 pm light was isolated from the signal and idler using a

3 mm Ge plate oriented at Brewster's angle.

After generation, the infrared pulses were collimated to 1 cm (diameter of 80%

intensity). They were spatially overlapped and mode matched with a He:Ne laser

for ease of further alignment. Collimation was confirmed using a home-made beam

profiler consisting of a razor blade mounted to a micrometer; the intensity profile

was compared to an integral of a two-dimensional Gaussian to determine the radius,

which was measured at two points separated by 5 m.

2.2.2 2D IR Spectrometer

A five-beam interferometer (Figure 2-1) was used to split the pulses into five replicas,

and control timing and polarization.Three pulse (a, b, and c in Figure 2-1) were

aligned into a 1" boxcar geometry, and used to generate the third-order signal by

focusing into the sample using 3" off-axis gold parabolic reflectors. A fourth pulse (d

in Figure 2-1) propagates along the signal direction, which was used for coarse signal

alignment and for two-beam pump-probe experiments. The fifth pulse (e in Figure

2-1) forms the local oscillator (LO), which may be chosen to pass through the sample

or propagate externally before being combined with the signal to allow heterodyne

detection.

In the interferometer, the polarization of the beams was controlled using 2 mm

thick MgF 2 have-wave plates and 2mm thick ZnSe wire-grid polarizers, and calibrated

by monitoring the transmission through another polarizer placed at the sample point

to account for any polarization shift due to focusing by the off-axis parabolic. The
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2D IR spectra were collected for parallel (ZZZZ) or perpendicular (ZZYY) conditions

depending on the relative polarization between the first two excitation beams and the

third/local oscillator.

Spatial alignment of the pulses was constrained by propagation parallel to the

optical table in a 1" boxcar geometry at the exit of the interferometer and optimal

transmission through a 50 pm pinhole placed at the focus. Time zero was defined

by beam c. Timing overlap relative to beam c was set with ±5 fs resolution by

non-collinear sum frequency autocorrelation in AgGaS2 (1 mm) in which a glass slide

is used to preferentially pass the doubled light at 3 pm. The autocorrelation was

detected using a single-channel MCT detector. The autocorrelation was modulated

at 500 Hz by chopping beam c and acquired with a lock-in amplifier.

The detection optics were aligned using a third-order signal generated by overlap-

ping the three excitation pulses. Typical alignment samples were 20 mg/mL diglycine

in D20, 0.1% N-methylacetamide in D20, or the non-resonant signal from a 300 Pm

thick piece of ZnSe. The samples were held in a home-built brass cell equipped with 1

mm thick CaF 2 windows and a 50 pm thick Teflon spacer.8 2 The temperature was con-

trolled by coupling the brass sample cell to a recirculating water bath. This cell was

also used to collect infrared absorption spectra in a Nicolet 380 FT IR spectrometer.

2.2.3 2D IR Experiments

The heterodyne-detected signal was acquired as a function of Ta coherence times for

two different experiments: a rephasing experiment and non-rephasing experiment.

These titles refer to the relative phase evolution in the first and third coherence times:

eiQtle+iQt3 and e+iQtle+iQt3, respectively (as described in Section 2.1). Schematics

of these experiments can be seen in Figure 2-2. Labels a, b, and c refer to the

spatial position of the beams in the boxcar geometry, and match the schematic in

Figure 2-1. Two signals are simultaneously generated in the ksig = -ka + kb + kc

and ksig = +ka - kb + kc directions, which respectively correspond to rephasing and

non-rephasing experiments when the pulses interact in the a-b-c order. Since only

the former of these two signals is collected, and the boxcar geometry was fixed, the
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Figure 2-2: Pulse Sequence and Wavevector Matching for Rephasing and Non-
Rephasing Experiments. Figure adapted from Khalil et al.5

time-ordering of the pulses was switched to b-a-c to collect non-rephasing data. The

pulses are also designed 1, 2, 3 based on the order they interact with the sample.

The coherence times (Ti) for rephasing and non-rephasing experiments were scanned

in 4 fs steps until the signal to noise was less than 1, typically to 4 ps and 2.5 ps,

respectively. The waiting time, T2 , was zero in all spectra unless otherwise indicated.

The signal was isolated with a 1.5 cm aperture spatial mask placed in the phase

matched direction, which was the corner of the 1" boxcar with no excitation beam.

The signal was combined with the local oscillator on a beamsplitter, which yielded

both Signal - LO and -Signal + LO combinations owing to the phase shift upon

reflection. In the typical detection scheme, these combinations of the signal and local



oscillator are focused onto two stripes (Si and S2) of a 2x64 element MCT detector

(Infrared Systems, Winter Park, FL). The chopper operating at 500 Hz was used to

block beam c in every other shot, which removes the signal to detect only the LO and

any scattering from beams a and b. The differential signal,

S = ((Slo - S20 ) - (SIc - S2c)) (2.2)

= (|Esig -ELo 2 _ -- Esig + ELO 2-2|ELO1 2 ) (2.3)

= 2(EsigELO), (2.4)

was averaged for 500-3000 laser shots per time point (0.5 - 3 s).

Alternatively, the gain on the local oscillator was also detected,

S = 1 S20  (2.5)
(SIc) (S2c) (

|ESig -- ELO _ 1 - Esig + ELO 1 26
(IELol12) (|ELO 12)

2 EsigELO (2.7)
JELO 12

In both cases, the difference signal from both stripes subtracts any residual homodyne

signal (|Esig 2) or scattering from any of the unchopped beams. The detection scheme

in Eq. 2.5 partially corrects for distortions in the w3 dimension of the spectrum due

to finite excitation bandwidth and linear sample absorption of beams c and LO. The

frequencies of the detector channels, and therefore the W3 axis, were calibrated using

spectral interferometry between the local oscillator and a third-order signal, such as

a non-resonant response from ZnSe. In this process, the interferogram resulting from

the local oscillator and signal was acquired as a function of the local oscillator time

delay. The time-domain interferogram is frequency-resolved by passing through a

polychromator and detected using the array for spectral interferometry. Figure 2-3

shows the Fourier transformed set of interferograms. At each channel of the array,

the signal is peaked at the detection frequency, representative slices of which are

also shown in Figure 2-3. The width of the signal in these slices determines the
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Figure 2-3: Calibrating the W3 axis using spectral interferometry.

uncertainty in each channel, which is governed by the width of the entrance slit to

the polychromator (typically 0.1 mm), the alignment and focusing onto the array, and

the length of time that the signal is scanned; for 1 cm' resolution, the interferogram

must be scanned for 5.3 ps. The full width half max was 3.4 cm-1 in this measurement.



2.3 2D IR Data Workup

Figure 2-4 shows an example of two raw T1 - W3 surfaces for a non-rephasing and

rephasing experiment on insulin. The surfaces show tilted vertical striations because

each channel records oscillations at a different frequency. Slices of these signals are

shown in the right panel. The rephasing signal envelope peaks at around 170 fs, which

is a measure of the inhomogeneity in this system as it would be measured in a photon

echo peak shift experiment. In contrast, the non-rephasing envelope peaks at T1 = 0

since phase memory is only lost as this time is scanned.

Non-Rephasing
-1500 -1000 -500 0 500 1000

0015000 ! Slice at w3=1630 cm'

0401680 500

>1660 0T
1640 -500
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Figure 2-4: Rephasing and non-rephasing ti-w3 surfaces for the insulin dimer 2D IR
surface shown in Figure 8-2A.

To measure the real and imaginary parts of the rephasing and non-rephasing

surfaces, the data must be corrected for errors in timing stage positioning. An error

in timing appears as a phase shift in the frequency domain that mixes the real and

imaginary parts, and prevents absorptive line shapes from being obtained. Phasing

must be done for the T and 7 3 dimensions, which occurs in three steps. First, r1 for



rephasing and non-rephasing experiments are set to 0±5 fs using the autocorrelations.

Next, T3 is set to 0±5 fs by by comparison to a pump-probe using the procedure

described below with Equation 2.15. Final, sub-fs adjustment of the T1 timing can be

done using an application of the projection-slice theorem.83 S (w1 , W3 ) and S (Ti, T 3 )

(referring to either the rephasing or non-rephasing signal components) are defined by

the Fourier transform,

0( 0 (2.8)

In a dispersed pump-probe experiment, the first two interactions arise from the same

field (Ti = 0) and the resulting signal is optically Fourier transformed by frequency-

dispersion and collection on a time-integrating detector,

(2.9)SDPP (w3) J T3 ew33 S (T1 0, T3 ).

A T point can be isolated from the T - T3 surface using the Kronecker delta function,

6(x),

which can be re

SDPP (w3) dT3 CW3T3 e T (rTi) S (T1, T3)

placed by its Fourier transform,

(2.10)

SDPP (w3) dT3 eiw3T3

jdT3 ei3T3

J: dr3 eW3T3

f: dwI (wi,

0dTi (f 0  0 71 7 )i1'(T, 73)
J -00 \J- 00  / -

[J0dwi (J 0 dT eL^'Iw S (Ti, T3))

dwi S (wi, T3)]

W3)

This proves that when T1 = 0, the wi projection of the S (wi, W3 ) surface is equal to

the dispersed pump-probe slice. Phasing the data to obtain T1 = 0 can proceed by

comparing this projection to an independently collected, two-beam pump-probe for

which r-- 0. However, the final phasing step for data in this thesis was done by

(2.11)

(2.12)

(2.13)

(2.14)



insuring that

S (T1 = 0, W3) = 5DPP (P3) (2.15)

without use of the projection slice theorem. Figure 2-5 shows the agreement obtained

when the zero times for the non-rephasing and rephasing experiments were adjusted

by 1.08 fs and -3.37 fs, respectively. (Since this correction may be positive or negative,

the coherence times are always scanned beginning from -40 fs.) It is assumed that

small (<5 fs) corrections to T3 can be compensated using T1 phasing. In the top

panel of Figure 2-5, it can be seen that the rephasing and non-rephasing time zero

slices match each other as well as the pump-probe. Further evidence that the data

is phased correctly comes from considering points around time zero, as shown in the

bottom panel of Figure 2-5; the non-rephasing signal at 4 fs matches the rephasing

signal at -4 fs. Although this agreement is not rigorously valid in the impulsive limit,

it allows for an additional check due to the finite pulse lengths, which cause a timing

ambiguity near T1 = 0 and produce symmetry in the data for short time delays,

After phasing, negative time points are removed, the data is zero padded to 214

T points and fast Fourier transformed. Because the rephasing and non-rephasing

interferograms are asymmetric around zero, both real and imaginary components of

the Fourier transform are obtained. Typically only wi points within the observed w3

range are retained.

2.4 Representations of 2D IR Spectra

Because 2D IR spectra can characterize the entire third-order response in the observed

frequency region, many representations of the data are possible. The complex-valued

2D IR spectrum is obtained from a sum of the non-rephasing (SNR) and mirrored

rephasing spectra (SR)

S2D (W1, W3) = SNR (W1, W3) + SR (-W1, W3) (2.16)
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Figure 2-5: Slices of correctly phased data from Figure 2-4, and comparison to the
pump-probe.

As explained by Khalil et al.84 , summing the spectra in this way allows for the corre-

lation spectrum with purely absorptive features to be extracted,

Sc (w1, W3) = Re [SNR (w1, 03 ) + SR (--wI, 03) -1

_ Non-Rephasing T 1=4 fs

--- Rephasing 1 =-4 fs

Non-Rephasing T 1 =-4fs

--- RephasingT 1=4fs

(2-17)



Real and imaginary parts of the complex-valued spectra can be analyzed separately

or as power spectra,

S 2DPS (W1, 3) = 2 D (W, W3) (2.18)

SRPS (L1, 3)= 5 (--w1, 03) (2.19)

5NRPS (1, W3) = SNR (W1,W 3) , (2.20)

where 2DPS stands for the full, two-dimensional power spectrum, RPS stands for the

rephasing power spectrum, and NRPS stands for the non-rephasing power spectrum.

2.5 Basic Features of 2D IR Spectra

2.5.1 Diagonal Peaks

Considering the schematic 2D IR spectrum in Figure 2-7, there are four diagonal

and four off-diagonal peaks. Each oscillator gives rise to a positive-going, diagonal

peak (wi=w3 ) located roughly at the v=0-1 energy gap (WA or WB for this model)

resulting from induced absorption of the fundamental transition (plotted red). There

is also an oppositely phased, negative-going peak (plotted blue) associated with each

diagonal peak, arising from stimulated emission from the overtone. These peaks are

almost always redshifted in the w3 direction due to vibrational anharmonicity sensed

in v=2-1 transition, roughly AA or AB. In the absence of any anharmonic effects

that shift the overtone peaks or cause the line shapes to differ from the fundamental

peaks, the two cancel perfectly and no nonlinear response is observed. Because high

frequency oscillators (hw > kBT) predominantly populate the ground state, all of

the peaks appear with wi values that roughly correspond to the transitions observed

in the FT IR spectrum; peaks may be shifted due to interference effects.
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Figure 2-6: One- and two-quantum dipole allowed transitions (in red and blue, re-

spectively) and energy levels for a two-dimensional anharmonic oscillator.

2.5.2 Cross Peaks

The correlation spectrum in Figure 2-7 also shows positive-going cross-peaks at

roughly (w1,w3) = (WA,WB) and (WB,WA) because energy pathways exist to excite

oscillator A (and B) and emit from oscillator B (and A). Doublets arise again due

to oppositely phased stimulated emission processes, which are shifted due to anhar-

monicity in the two-quantum combination band (WAB = WA ± WB -- AAB)

Cross peaks indicate coupling. Coupling is a general term for an energy transfer

pathway- not in the eigenbasis. The transition energies in Figure 2-6 describe eigen-

states, which do not couple. In the eigenstate basis for molecular vibrations, coupling

is manifested as a common ground state and nonzero combination band anharmonic-

ity, i.e., the field-matter interactions drive the system through a set of coherent states

such that the overall phase can oscillate at WA during ti and WB during t3. For ex-

ample, these eigenstates could have arisen due to a coupling of f in a local basis

Hamiltonian,

[=A A-1. (2.21)
Wy 0 WB

Examples of physical mechanisms for the couping 0 are kinetic or potential coupling
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Figure 2-7: Sample 2D IR spectrum for the six-level system.

between oscillators, F6rster energy transfer, or chemical exchange. In the weak cou-

pling limit, the word coupling is often used loosely because the eigenstates resemble

the respective local modes; for example, coupling between amide I (-1650 cm- 1) and

amide II (-1550 cm- 1 ) local modes generates amide I+amide II and amide I-amide

II eigenstates, but since the coupling is not strong enough to distort the character of

these modes, the eigenstates retain the labels amide I and amide II.



2.6 Line Shapes and Intensity

Other representations of 2D IR spectra are explained using a six-level system of two

coupled oscillators, whose transition energies and line shape parameters appear in

Table 2.1. (The code to generate these spectra is included in Appendix A.) This

system contains an inhomogenously broadened mode at 1635 cm- 1 coupled to a ho-

mogenously broadened mode at 1680 cm-1. Both the rephasing and non-rephasing

are considered separately along with the correlation spectrum. Three different repre-

sentations are plotted- real, imaginary, and power spectra. Two different polarization

conditions are also plotted, ZZZZ and ZZYY, as explained in Section 2.2.2.

Parameter Symbol Value
Vibrational frequency Wa 1635 cm- 1

Vibrational frequency Wb 1680 cm-1
Transition Dipole RatiopB/pA 0.7

Spectral diffusion time Taa 1000 fs
Spectral diffusion time Tbb 500 fs

Spectral diffusion time Tab 200 fs

Table 2.1: Six level system parameters. Parameters for the six-level system are

explained in Chapter 3, Section 3.2. The code to calculate the 2D IR spectra appears
in Appendix A



Real Imaginary Power Spectrum

170C

165(

160(

170(

165(

160C

+ .~

~U)
~U)

U)
U)

a)

U)
U)

a)r
0

+ ~
~)U)
~U)

.~.

U)
U)

0.
a)

U)
U)

a)

0

C14J

C"

C~j

CO

cw,

CO

C.)

M'
aV

1600 1650 1700 1600 1650 1700
Wo,/(2 ;t c) o 1 /(2 a c)

1600 1650 1700
W,/(2 it C)

Figure 2-8: ZZZZ (Top) and ZZYY (Bottom) Real, Imaginary, and Power Spectra of
Rephasing, Non-Rephasing, and Summed 2D IR spectra

1600 1650 1700 1600 1650 1700 1600 1650 1700
Rl2 n C) o /(2 ma C) Pow/(2 n c)

Real Imaginary Power Spectrun

1701

1654

1601



2.6.1 Polarization-Selectivity

A comparison of the top (ZZZZ) and bottom (ZZYY) panels of Fig. 2-8 shows that the

spectra appear similar, except the cross peaks are enhanced by the ZZYY polarization.

In the model, the angle between the transition dipoles was set to 70', which implies

that perpendicular polarization between the pump beams and probe results in more

efficient energy transfer between the two modes than if the polarizations were all

parallel. The ZZYY polarization also reduces the likelihood of all transitions occurring

on the same oscillator, which reduces the intensity of diagonal features. For a six-

level system such as this, as long as the angle between the vibrations, 6 b, is between

54.7 and 125.30 (acos( ) and acos(- )), then it will be enhanced in the ZZYY

spectrum.

2.6.2 Phase Twist in 2D IR Line Shapes

A general observation from the set of 2D IR spectra is that any representation of

the pure rephasing or non-rephasing spectrum contains phase-twisted line shapes,

which arise from a combination of absorptive and dispersive features. For example,

comparing the diagonal peak at 1635 cm-1 in the ZZZZ real rephasing spectrum to

its representation in the absorptive spectrum shows that it has a long tail in the

-wi direction whose contour extends off the edge of the plot. (The same observation

can be made of linear absorptive and dispersive spectra.) As originally explained by

Khalil et al., purely absorptive 2D IR spectra can be constructed by summing real

components of the rephasing and non-rephasing spectra with equal weights (in the

absence of effects that distort the relative weights).4 In doing so, the resulting purely

absorptive 2D JR spectra have lines that are as sharp as possible, which minimizes

spectral congestion. To quantify the linewidth, one may choose to fit its width along

the wi and W3 dimensions. Focusing on the wi = 1635 cm- 1, W3 = 1680 cm-1 cross-

peak, its wi and w3 linewidths vary by the representation. Figure 2-9 illustrates this

effect by showing slices at wi = 1635 cm-

The types of interference present in rephasing and non-rephasing spectra are
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Figure 2-9: Slices of the ZZYY 2D IR surfaces in Figure 2-8 at w1=1635 cm- 1.

shaped by the phase-twist angles. In non-rephasing spectra, positive and negative

lobes of the lineshape are displaced along the diagonal. An important consequence of

this tilt is that inhomogeneous features are partially cancelled; for example, consider

the ZZZZ real rephasing spectrum in Fig. 2-8. The positive and negative features

along the diagonal arising from one resonance tend to destructively interfere with any

neighboring diagonal peaks. A static distribution of oscillator frequencies would give

rise to such diagonal elongation, which is why the 1635 cm-1 peak is weaker in the

non-rephasing spectra than the rephasing spectra of Fig. 2-8, but the homogenous

peak at 1680 cm- 1 is roughly equal in both. This is also evident in the RPS and

-I---



NRPS.

Another consequence of the phase twist in non-rephasing spectra is that it gives

rise to constructive interference in the cross-peak region. This is clearest in a com-

parison of the cross peaks in the ZZYY rephasing and non-rephaisng real and power

spectra (bottom panel). The positive lobes of diagonal peaks extend in the 1i

direction, which constructively interfere with the positive lobes of the cross peaks.

Thus, out of all the spectra plotted in Fig. 2-8, the ZZYY RPS has the best contrast

between diagonal and cross peaks.

2.6.3 2D IR Peak Positions

One of the principal pieces of information from a 2D IR spectrum are the (wi,w3 )

locations of the peaks. The 1635 cm-1 fundamental mode actually appears at the

(wiw 3) positions located in Table 2.6.3. The key observation here is that features of

the potential energy surface can rarely be directly read off the 2D IR spectrum due

to interference effects between the many positive and negative features (the exception

is in the large anharmonicity limit when the peaks are very well-resolved 5 ). In all

amide I 2D IR spectra, the fundamental peaks appear blue-shifted in the w3 direction

due to interference with the overtone transition. To properly use 2D IR spectra to

quantify a potential energy surface, these interference effects must be considered; a

model for the line shapes is required, even if the goal is just to extract energy gaps!

In the amide I-II NMA experiments presented in Chapter 3, this was accomplished

by iteratively optimizing energy gaps, line shape parameters, and transition dipole

magnitudes to obtain agreement between the model and experimental 2D IR spectra.

Peak Max Sc Re[$R] Im[NRI S2DPS SRPS SNRPS

Wi 1634 1629 1635 1634 1634 1635
W3 1640 1636 1627 1640 1626 1628

Table 2.2: Peak positions for the 1635 cm- 1 fundamental mode in the ZZZZ spectra
of Fig. 2-8. Spectra are defined in Equations 2.18.



2.7 Slices and Projections: One-Dimensional Rep-

resentations of 2D IR Spectra

One-dimensional representations of 2D IR spectra are useful for both illustrative

and quantitative purposes. Due to the difficulties in overlaying 2D IR spectra (see

Figure 5-3 for an example), ID representations allow for features from several 2D

spectra to be compared. In Figure 2-9 of the last section, ID slices were used to

illustrate the line widths in different 2D IR representations. Frequency domain ID

representations have been used to extract melting curves3, 72,86 (see also Figure 8-

5), as a transient measure of unfolding2 5 ,87-89, as a single-shot measurement 72, to

compare dynamics during the waiting time90' 91, to isolate diagonal and cross peaks

(see Figure ??), and to extract a binding constant (Figure 8-3).

Figure 2-10 shows the FT IR spectrum for the six-level system shown in Figure 2-8,

and two projections of the wi-w3 2D IR surfaces, the amplitude of the heterodyne-

detected dispersed vibrational echo (HDVE) and the pump-probe. (As described by

Jones et al. ,72 the HDVE spectrum characterizes both the real and imaginary parts

of the response, and the real part is equivalent to the pump-probe. Unless indicated

otherwise, in this section the amplitude HDVE is used and will be referred to as the

HDVE.) As projections, these spectra can be obtained by performing the integrations,

SHDVE (w3) S2DPS (W1, w3 ) dw 1  (2.22)

Spu-pr (w3 ) = Sc (wi, w3 ) dwi. (2.23)

The projection-slice theorem8 3 indicates that these frequency domain projections have

analogs as slices of the conjugate, Ti-W3 surfaces,

SHDVE (W3) = S (1 = 0, w 3) (2.24)

Spupr (W3 ) = Re [S (T1 = 0, w3)]. (2.25)

The advantage of the first method is that the data is effectively Fourier-filtered for



noise outside of the bandwidth of the laser in the workup process. In the second

method, the spectra can be acquired without scanning any time delays. Pump-probe

spectra have traditionally been acquired in a two-beam setup where the pump-induced

changes to the probe spectrum are isolated using a chopper in the pump beam with

differential detection. The box-car geometry that was used to acquire 2D JR spectra

can simply be converted to a two beam pump-probe experiment simply by blocking

two of the beams; however, this makes poor use of the IR power generated. Another

method is to acquire the complex HDVE spectra using spectral interferometry with

an extrinsic local oscillator, which yields the pump-probe. As explained by Gallagher

et al.92 and elaborated for nonlinear IR signals by Jones et al.,7 the phase and

amplitude can be recovered using a combination of local oscillator phase modulation

and Kramer-Kronig-like Fourier transform relations. This technique utilizes the fact

that both of these signals arise from the frequency-dispersed third-order response

when the three excitation pulses are coincident, and can be related to one another if

a phase-sensitive measurement is carried out.

A comparison of the ZZZZ- and ZZYY-extracted projections and slices shown

in Figure 2-10 shows that these 1D measures are sensitive to cross-peaks, whose

modulation relative to diagonal peaks is the primary effect induced by the polarization

change (Figure 2-8). As such, they allow smaller changes to be detected than using FT

IR alone3 '89 (see also Figure 8-3). Sensitivity to the diagonal peaks can be enhanced

by taking diagonal slices of the 2D IR spectra, as shown by the lower slices in Figure 2-

10. These slices appear similar to the FT IR spectrum, but they differ due to the - p4

scaling of 2D IR peaks and due to interference. There is no simple time-frequency

domain experiment that corresponds to a diagonal slice of a 2D IR spectrum, but

a frequency-frequency single-shot experiment analogous to that of DeCamp et al.93

can be used to isolate any slice of a 2D IR spectrum. (For example, a slice parallel

to the diagonal can be isolated by spatially dispersing pump and probe beams, and

focussing them into the sample using a cylindrical lens such that each position in the

sample encodes a different frequency.)
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Chapter 3

Numerical and Analytical Methods

for Evaluating Third-Order

Response Functions

In the previous chapter, methods for experimentally measuring and representing R(3 )

were presented. This chapter focuses on numerical methods for evaluating R(3) for

amide oscillator-containing systems using the amide I mode as a case example. An

outline of the flow for this chapter is presented in Fig. 3-1. Along with the description

of each method, I will outline examples of the type of analysis and insight provided

into the system by the modeling. The first two methods presented describe the amide

I - amide II spectroscopy of N-methylacetamide and of idealized secondary structure

motifs. These methods allow for calculating spectra with a small number of parame-

ters, which may be constrained by experimental data. The two methods that follow

use atomistic molecular dynamics simulations (MD) to describe the frequency shifts

and timescales of the system, and allow for spectra to be calculated in a structure-

based fashion without any additional empirical parameters. The first application of

the atomistic MD method uses the folding model peptide trpzip2, and applies the

atomistic spectral modeling to the current level of theoretical sophistication. The

second application considers the thermal unfolding of the protein ubiquitin, which

demonstrates various approximations.



Definition of the Third-Order Response Function
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Figure 3-1: Layout of the approximations made to derive the third-order response
functions presented in this chapter.
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3.1 Response Function Formalism

Each of the methods for modeling protein vibrational spectra can be traced to the

response function formalism for describing third-order nonlinear spectroscopy. The

Hamiltonian is the sum of a time-dependent system Hamiltonian, Hs(t), and a term

describing the field-matter interaction through the dipole of the system, t and the

electric field vector of the light, E,

H(t) = Hs(t) - y - E(t). (3.1)

This treatment differs from the common partitioning into Hamiltonians for the sys-

tem (time-independent), bath, and system-bath (time-dependent), which facilitates

analytical solutions for the line shapes.94 Here it is understood that the system Hamil-

tonian only contains the states coupled by the field-matter interaction, and it acquires

time-dependence through interactions with the bath, although no explicit form is

specified. This approximation is valid insomuch as the timescales for energy transfer

within the considered subspace are much faster than for redistribution out of the

band.

A central quantity is the system time evolution operator,

U = exp iHS(t)t (3.2)

If the Hamiltonian were time-independent, its solution would be

U(t, 0) = exp -Hsat .(3.3)

To use this form, the time evolution operator can be expressed as the product of

arbitrarily short time propagators,

N t

U(t, 0) = U (iAt, (i - 1) At) ; At = , (3.4)

i=1



where the number of steps, N, is chosen to be large enough that the Hamiltonian is

well-approximated as time-independent for At. The matrix exponential is straight-

forward to evaluate if the transformation, T, that produces a diagonal Hamiltonian,

A, is known,

H = TAT- 1  (3.5)

e H TeA T-1 (3.6)

because the exponential of a diagonal matrix is obtained by exponentiating every

element of the diagonal. For the calculations in this thesis, the time-evolution operator

contained one- and two-quantum states, which were treated separately due to the

absence of off-diagonal terms coupling the one- and two-quantum manifolds, i.e., the

Hamiltonian is block diagonal.

Within the dipole approximation, the definition of the third-order response func-

tion is 79

3) (ts, t2, ti) -- (t1)O(t2)0(ts) ([[[A(t3 + t2 + tli p(t2 + t1)] , p(t1)] , p(0)] Peg,) ,

(3.7)

which describes the time-evolution of the density matrix originally in thermal equi-

librium, Peg, in response to four field-matter interactions. Causality is represented by

the Heaviside step functions, 0(t).

This response gives rise to a third-order polarization described by,

P (t3, t2, ti) j R ()(Tl, T3 , T M)E3J(t3 - Tl)E 2K (t 3 + t2 - - T)
0O ,f 0 0 7 ,T)

E1L(t3 + t 2 + t - r- - T)drdrdr, (3.8)

and the indices IJKL denote Cartesian directions in the lab frame (X,Y,Z) that the

electric field vectors lie upon, such as E(t) = E(t)X. In all of the calculations in this

thesis, the electric fields are taken to be in the impulsive limit (E(t) = 6(t)), and the

convolution integral of Eq. 3.8 is trivial.



Response functions of this type can be used to describe third-order spectroscopy

at any molecular energy regime. Only the subset of molecular energy levels coupled

by the light field were chosen as the system in Eq. 3.1; for most of the experiments

described in this thesis, the amide I band of this response function is probed, which

defines the bounds of wI, w3 C 1600-1700 cm-1, the Fourier conjugate variables of ti

and t3.

Expanding the commutator yields,

(3.9)R (t3s, t2, ti) = Ri (ta, t2, ti) - R (t3, t2, ti)

R,1 (ta, t2, t1)

R 2 (t3 , t2 , ti)

R 3 (t3 , t 2, ti)

R 4 (t3, t 2, ti)

(tt(0)p-(ti)p(ti + t2 + t3 )P(ti + t2)Peq)

- (p(0)p(ti + t 2 )pL(ti + t 2 + t3)p(t1)Peq)

- (p(ti + t2 + t 3 )1 (ti + t2)/(t1)p(0)Peq)

- (p(ti)p(ti + t2)1 i(ti + t 2 + t3)P(0)Peq)

This is cast into a different form by assuming that in thermal equilibrium, the

density matrix is in a mixed state. The definition of time-evolution in the in-

teraction picture is inserted along with a full set of eigenstates, abcd: p(t) =

E exp (A Hat) paexp (- Hbt) (or equivalently p(t) Za Uf(t, 0)pabUb(t, 0)).

Note that no restriction on the form of p has been made yet.

(3.10a)

(3.10b)

(3.10c)

(3.10d)



Kpabe'Hb(t1) bce Hc(t2+t) cd -*Hd(t) da - Ha(t1+t2) a )

(3. 11a)

K abe Hb(t1+t2) bce Hc(t3) cd - Hd(t2+t3) da - Ha(ti) a b

(3. 11b)

-- keia\ 1+t2+,3) a -' t 3) bc .Hc t2) ' -{ .i dapa)

(3.11c)

= e 'Ha(t1) ab iH 0t2) bc 'He(t ) cd -{H ~t1+t2+t() da a

(3. 11d)

Equations 3.11 correspond to the Feynman diagrams illustrated in Fig. 3-2 con-

taining labels abcd. (See other sources for a description of Feynman diagrams. 79,95)

Note that the complex conjugate diagrams are explicitly shown because they give rise

to distinct peaks in multilevel systems. The full response functions are a sum over

all possible pathways,

(3.12)Ri (t3, t2, ti R c(t3 t2, ti)

abcd

Equations 3.11 are very general, but unfortunately not useful because they do not

contain information about which transitions between energy levels are allowed. To

arrive at the next set of equations, a few approximations are made that correspond

to assumptions about pL,

1. Rotating wave approximation. Anti-resonant terms (absorption with deex-

citation or emission with excitation) are ignored.

2. Exciton-like energy level structure. It will be assumed that field-matter

interactions couple the ground state to a manifold of one-quantum states or the

manifold of one-quantum states to the two-quantum states.

3. Only the ground state is populated in thermal equilibrium. Terms in

R )abed(3,2t)

RIac (t3, t2, ti)

R2b' (t3, t2, t1)

R3 c(t31 t2, t1)
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Figure 3-2: Feynman Diagrams corresponding to third-order signals for a multilevel
system.

the transition dipole operator not corresponding to excitation from the ground

state are set to zero in the first interaction.

4. The dipole operator is split into terms propagated by classical and

quantum-mechanical Hamiltonians.

Due to the first three approximations, it is worth illustrating the matrix represen-



tation of the dipole operator for a six-level system of two coupled oscillators,

pt) =

0 pg,ei pg,e2 0 0 0

pg,ei 0 0 Lei,fi /eI,f2 pei,f3

pg,e2 0 0 pe2,f1 pe2,f2 pe2,f3

0 -Lei,fi 1 e2,fi 0 0 0

0 -Lei,f2 tpe2,f2 0 0 0

(3.13)

0 Iei,f3 -4e2,f3 0 0 0

The electric field of light interacts with the system through the dipole operator

to couple the ground state, g to two one-quantum excited states, el and e2. The

one-quantum excited states are coupled to two-quantum excited states, fl, f2, and f3.

Atomistic, structure-based calculations of 2D IR spectra would not be possible

without partitioning the system Hamiltonian into quantum mechanical and classical

components,

Hs(t) = Hsi"(t) + Hsot(t). (3.14)

The classical Hamiltonian (Hrot) governs the orientation (p(t)) and magnitude (|ft(t) )

of the transition dipoles, which are usually derived from the structure, and may be

influenced by molecular reorientation and conformational changes. For amide I modes,

the Condon approximation holds, and the length of the transition dipole vector is well

approximated by a frequency-independent constant. (See Refs. 96,97 for a discussion

on the breakdown of the Condon approximation for HOD in D20.)

The phase and amplitude of density matrix components are propagated with a

quantum mechanical Hamiltonian (Hvib), which may be parameterized by classical

quantities such as the electric field, electrostatic potential, and bond vectors. The

exponential terms describe the vibrational phase accumulated, which is a function

of the frequencies of the oscillators that may be time dependent. For simplicity of

notation, p will be taken to mean |pl.

Since the orientational and vibrational degrees of freedom are separable, these



response functions can be further factored as

( )abcdY abd t)Rbc
Ri (t 3 , t 2 , t 1 ) = YIJKL (t3, t2, t b(t3, t2, t1) ,

IJKL

(3.15)

where the vector nature of the dipole operator can give rise to polarization-sensitive

changes and the labels IJKL were defined in Eq. 3.8. The orientational response,

IJKL (ts, t 2 , t1 ) =e [Ip()] [EJ -pk(i [K - 'cd t2)] LL ' +.a~1 t2 + t3

(3.16)

has an analytical form for two coupled oscillators if it is assumed that there are no

preferred orientations for the molecular reference frame,

YjL (t3, t2, t1)

[,cd(t1 - t 2 ) ' [/] [,da(t -± t2 + t3 ) . ]

+ Esx yYZ L [,Lab(O) - D] [,bc(ti) - )] [pcd(ti - t 2 ) - +] [pa(ti - t 2 + t 3) . k]

+Yffi' [p~ab(O) . D,] [pbc(t 1 ) -±,] [pcd(ti -± t2 ) ,] pda(ti + t2 - ta) k]

+Yfj" [pob(0) - i'] [pbc(ti) - i] [pd(t 1 - t 2 ) - ] [+a(ti - t 2 + t3 ) . i -

(3.17)

The indices v and r, refer to Cartesian directions in the lab frame. If reorientation

is treated numerically (rather than through analytical expressions involving orienta-

tional correlation functions), then tensor components from Eq 3.17 can be found in

Table 3.1.98

Polarization Component
ZZZZ
ZZYY
ZYYZ
ZYZY

Y"""" Y VV"

O 1-

j1+-( +

Y""""
1
15
1

( -5
1(1 +

Y vKi
1
15
1

(+}
( - )

Table 3.1: Tensor components of the orientational response.
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With these assumptions, Eqs. 3.11 become

S B (t3, t2, il) = K ~ }(O)eHeti eg g(t) 1 ± 2 + 3 )eyHet3 eg

- pue(0) e-Heti ef -) 6 Hf (t2+t3)

(t1 + t2 + t 3 )yHets (t + t 2

K9e (0)yHe(t1+t2)e9 1 2 ) 1  2  3

e-He(t2+3) eg

-Kpge(t1)te- He(t1+t2)tef 1 2  3 } t3

1fe(t + t 2 ) He(t2+t3) eg (0)P99)

SGIB (t31 t2 t )

SIMi (t3, t2, ti) =

K g + t2 + t3)e-kHet eg (ti

P e(ti + t2 + t3)e-iHet3 e 1

pefe -FHet1 eg g

(3.18a)

(3.18b)

(3.18c)

(3.18d)

+2 y±1 y Heti eg gg

(3.18e)

± 2) Hft2

(3.18f)

SFf (t3, t2, ti) =

SE^ (tt2,t) =

e ( Het2 eg 1+ t2)(t 1 + t2 + t3)

e-jHe(t1+t2+t3) eg g

-- ue(0)e-iHet2 ef 1 2  3 teHf t3

yfe (t l + t ± f2 AHe(t1+t2+t3) eg

Note that the ground state is taken as the zero energy reference and its associated

SF (t2t1) =

(3.18g)

SIII (t3, t2,i ti1) =

SII (t3s, t2, t1)=



propagator (the identity matrix) was dropped. One can glean quite a bit from the

Eqs. 3.18 because they now describe physical processes, and they are grouped ac-

cordingly. Ground state bleach terms (GB) monitor the vibrational relaxation that

fills the ground state hole. Stimulated emission (SE) terms monitor vibrational re-

laxation from the first excited state. Excited state absorption (EA) terms reveal in-

formation about the one- to two-quantum energy gap. There are also diagrams that

lead to rephasing (SI) and nonrephasing (SIr) contributions, which were discussed

in Section 2.6.2. As shown in Figure 3-2, the S1 rr diagrams describe non-rephasing

pathways that only occur when all of the pulses are overlapped because the first two

interactions must be positive-signed. Figure 3-2 shows how assuming a form for the

energy levels and dipole operator lead to translation of the abcd state diagrams into

transitions between 0, 1, and 2 quantum states.

Equations 3.18 and 3.17 are all that are required to simulate 2D IR spectra if

trajectories for the Hamiltonian and transition dipole operator are available. Sung and

Silbey showed that these equations can be simplified if the energy gap fluctuations can

be assumed to satisfy two-point correlation functions.9 4 The 2D IR spectra calculated

for N-methylacetamide in 3.2 used an implementation of this theory.

In the case that the correlation function has a simple exponential form, the 2D

IR lineshapes simplify to two-dimensional Lorentzian bands,5 7

SI (wi, t 2, W3) -Im p {d*tdpAbyb* .I +
d,b W1 d + i W3 - Wb ~ Y

A11 d 1 1 b ' e iWdbt2 +
W i + Wd1 W3 -Wb+

( pd*pbyblcgd ei)dbt 2  (3.19)
C 1 + Wd + 1-Y 3 - Wcd + i-Y



S11 (W1, t 2 , W3 ) = -ImE dAdppb* . +
d,b W1 - Wd - 7 W3 - Wb - i

Ady*bAd* W I e -iWdbt 2 -
W1 - Wd + L7)3 - Wb - Z7

dAb*pIdcAd/pbI e Wdbt2 %, (3.20)
W1 - Wd ± 7W3 - Wcb - 7

C

where d and b are one quantum states, c is the set of two-quantum states, and double

indices denote difference frequencies, i.e., Wcb = We - Wb. These expressions are used

in Chapter 4 and 6, and adapted for use in Chapter 8 using block diagonalization and

the time-averaging approximation described in Section 3.1.

Block Diagonalization

The purpose of the block diagonalization procedure is to break up a large Hamiltonian

into smaller Hamiltonians that can be diagonalized separately while ignoring the

minimum amount of information. The assumption is that sufficiently small couplings

lead to peak splittings that are inherently unresolvable due to the short lifetime of

amide I modes, -1 ps. This procedure was used in Chapter 8 in conjunction with

the time-averaging approximation of Jansen and Ruszel99 and Auer and Skinner.100

The algorithm is run on each time step separately. Initially, each site, i, comprises its

own block. A list is made of all the off-diagonal elements fi3 that couple sites i and

j, which are larger in magnitude than the cutoff. This list of off-diagonal elements

is used to join blocks that contain sites i and j. The list is iteratively used to join

blocks until the block definitions converge. Different cutoffs were tested; the current

value of 4 cm' was used because the resulting spectra appeared identical to those

from the full calculation. Physically, a 4 cm-1 coupling corresponds to energy transfer

rate between sites on a timescale, (1.3 ps)-1, that is slower than the dephasing time,

and is similar to the experimental resolution for distinguishing two peaks. The time-

averaging approximation requires two time-averaged Hamiltonian trajectories: one

that is forward-averaged and one that is backward-averaged. The trajectory is split

into the two time-averaged trajectories, then separated into blocks according to the



breakdown of the forward-averaged Hamiltonian trajectory. Since the couplings vary

little over the 170 fs window (the dominant effect of time-averaging is on the site

energies), the obtained blocks would be nearly identical for both trajectories.

3.2 Amide I' - Amide II' 2D IR Spectroscopy of

N-methylacetamide

The first example shows the type of analysis that was applied to study the solvent-

and isotopologue-dependence of the amide I' and amide II' vibrations of a simple

model for protein vibrational spectroscopy, N-methylacetamide (NMA). It has been

demonstrated that polarization-selective 2D IR spectroscopy can be used to charac-

terize the anharmonic vibrational potential of coupled oscillator systems.5 The most

detailed example of this work described the anharmonic vibrational potential of the

symmetric and antisymmetric carbonyl stretches in rhodium dicarbonyl. The analysis

on NMA build upon this work and allowed for the extraction of energy levels, tran-

sition dipole magnitudes and relative orientation, and line broadening parameters of

this two-site system. A discussion of the experiment and the accompanying ab initio

calculations was described by DeFlores et al.' Figure 3-3 shows the 2D IR spectra

and fits for NMA-d 7 in D2 0.

To obtain the fit parameters from the data, the 2D IR spectra were calculated using

the response function formalism of Sung and Silbey 94 to describe resonant transitions

between six vibrational levels in terms of the energy levels, transition dipoles, and

frequency autocorrelation functions, which are diagrammed in Figure 3-4.

The lineshape function was derived from the correlation function given by the

generalized Kubo model,101 which allows for spectral diffusion to take place on two

arbitrary timescales,

C(t) = Ale-t/T + A 2 e- t/ 2  (3.21)

The time scales from the correlation function determine line shapes in the 2D IR

spectrum. If frequency fluctuations are fast enough that the frequency W3 sampled
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Figure 3-3: Simulated and experimental data for NMA-d 7 in D20. Adapted from

DeFlores et al.6 .

during ta is uncorrelated to the frequency wi sampled during ti, then the line shape

will appear symmetric and homogenous (see discussion in Section 2.6.2). Here "fast"

refers to a comparison with the vibrational lifetime or the t2 waiting time. The param-

eters are varied to minimize the error using the Fletcher-Reeves conjugate gradient

algorithm.? The error was defined as

-1/2
err = [ (Re[SExPt (w,W 3) - Re[Scale(wi, W3)) 2  , (3.22)

W1,W3 grid points -

and the results appear in Tab. 3.2.

The cross-peaks in the 2D IR spectra are a direct indication of coupling between
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Figure 3-4: Six level system for NMA-d7 in D2 0

the amide I' and amide II' modes. Since these oscillators share atomic composition,

it was not surprising to see this coupling. However, a common approximation in

modeling amide I modes has been to ignore amide II, which implies that the coupling

is weak, or

Aw > 4V 2 , (3.23)

where Aw is the splitting between the oscillator energy levels and V12 is the bilinear

coupling, in the zero-order, localized basis. Using the eigenstate frequencies obtained

from the fits for NMA-d 7 in D 20, a transformation to the zero-order basis yielded

V12 = 39 cm- 1 and Aw = 64 cm-'. Thus, the weak coupling approximation is not

appropriate for the amide I'/II' system. (This was also manifested as coherent beats

in the amide I'-II' pump-probe and oscillation in the cross-peak intensities during the

waiting time, T2 .) Another unexpected observation from the fitting was the deviation

from harmonic scaling in the transition dipole magnitudes, which can be seen by



Parameter Symbol Value
Vibrational frequency WAmI' 1598 cm--
Vibrational frequency WAmrI, 1495 cm-1

Diagonal anharmonicity AAmI, 15 cm- 1

Diagonal anharmonicity AAmII' 11 cm--

Off-diagonal anharmonicity AAmI--AmII' 11 cm-1

Fundamental transition dipole ptAmI' 1.00 AU
Fundamental transition dipole IAmrII' 0.58 AU

Overtone transition dipole pt2Am',AmI' 1.51(1.41) AU
Overtone transition dipole p2AmiI',AmII, 0.68 (0.82) AU

Angle between transition dipoles 0 AmI',AmII' 750

Spectral diffusion time TAmII' 750 fs

Spectral diffusion time TAmI, 500 fs

Table 3.2: Numerical parameters for six-level system model of NMA-d7 in D20.
Values in parentheses indicate those expected from harmonic scaling.

comparing the magnitudes of absorptive and emissive peaks in a doublet. In NMA,

deviations up to 17% were observed, indicating significant electrical anharmonicity.

For comparison, in rhodium dicarbonyl, the deviation from harmonic scaling was no

more than 4%.

By comparing the extracted parameters for NMA-d 7 in D 20 and NMA-h 7 in

DMSO, it was observed that the angle between the amide I' and II' transition dipoles

shifts from 75' to 40'. Ab initio calculations were able to reproduce these values

(72' and 41 , respectively) and were analyzed to show isotopic substitution is largely

responsible for this effect by increasing the NH in-plane bend component when NMA

is protonated.

This model was suitable for extracting the energy level diagram and transition

dipole orientation for NMA. However, the model was not sophisticated enough to

include coherent effects, such as were observed in the pump-probe and 2D IR cross-

peaks by preparing a linear combination of amide I and II with a short pulse. The

preparation of coherences and also population relaxation, such as from amide I into

amide II, can be included by modeling the density matrix for the system 90 or by

introducing these effects into the analytical model for the lineshapes.1 0 2

The strengths of this model is that it can reproduce the data very well in terms of a



small number of parameters by direct fitting of the experimental data. However, such

analysis can only take place in the limit of weak spectral congestion. The remaining

examples demonstrate models that are useful for congested vibrational spectra of

proteins and peptides.

3.3 Modeling the Amide I'-II' 2D IR Spectra of

Idealized Secondary Structures

The observation of moderate-strong coupling between the amide I'/II' oscillators in

NMA motivated a study on the amide I'-II' spectroscopy of polypeptide systems that

more closely approximate the amide spectroscopy of proteins. Since it was known

that the 2D IR lineshapes of amide I' modes encode secondary structure sensitivity,

it was worth exploring whether the 2D IR lineshapes of amide II' modes or amide I'-

II' crosspeaks also display sensitivity to structure due to the strong coupling. Amide

I'-II' spectra of three forms of poly-L-lysine (0 sheet, a helix, and unstructured) were

collected and are shown in Figure 3.3.1.

3.3.1 Experimental Results

After acquiring the data shown in Figure 3.3.1, several unexplained observations

were made. It was noted that the amide II' diagonal lineshapes do vary by secondary

structure. In the ZZZZ spectra (Figure 3.3.1A), the amide II' region of 3 sheets

shows a broad fundamental and overtone lineshape, and an additional, weaker peak

at higher W3, 1483 cm--. In the amide II' lineshapes of a helices, two peaks were also

seen, but the lower frequency, 1440 cm- 1 peak was weaker. The amide II' lineshape

of unstructured poly-L-lysine appeared diagonally elongated and similar to the amide

I' lineshape. Was this structure in the amide II' band due to coupling with amide I'

or due to inherent secondary structure sensitivity in amide II'?

Moreover, all of the amide II' lineshapes showed a polarization dependence. Com-

paring the ZZZZ and ZZYY spectra (Figure 3.3.1A and B), the more intense higher
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frequency amide II' -sheet feature shifted from wi=1475 cm 1 to 1450 cm-1. The

W3-elongated overtone of the a-helix lineshape became more symmetric and the lower

frequency diagonal peak became weaker in the ZZYY spectra. Most surprisingly,

the amide II' lineshape of unstructured poly-L-lysine because wi-elongated at w3

-1680 cm-- in the ZZYY spectra, which is typically indicative of underlying vibra-

tional structure. Upon retrospective analysis, the amide I' lineshape also displayed

wi-elongation. How could this be possible for an ensemble of unstructured polypep-

tides?

All of the 2D IR spectra show cross-peaks in the amide I'-II' region. The 2D

IR spectra of unstructured poly-L-lysine was also puzzling due to the large splitting

between the positive and negative cross-peaks- approximately 10 cm 1 larger than in

the corresponding a-helix and 3-sheet spectra.

3.3.2 Amide I'-II' Model

The amide I'-II' model built upon earlier work to describe the amide I' 2D IR spectra

of idealized secondary structures, such as parallel 3 sheets, anti-parallel 4 sheets,

and a helices. In these models, the site energies were degenerate, or sampled from a

normal distribution with a set mean and standard deviation. (See Section 4.2 for a

detailed description of the amide I Hamiltonian.) Since the structures are periodic,

identification of a unit cell allows for a small number of coupling values to model the

full structure. The coupling values within a unit cell can be obtained by ab initio

calculations, electrostatic models (such as transition dipole coupling), or constrained

by experiment.

One deficiency that is inherent to the simplifying approximations in this model

is the description of the lineshapes. It is assumed that each transition is only ho-

mogeneously broadened (see Section 2.6.2 and Figure 4-1 for a description of line

broadening). Inhomogenous broadening can be added by summing the spectra re-

sulting from stoichastic variations in one of the parameters, such as in the site energy

for each site. Such a separation is equivalent to the static limit, in which structures

never interconvert. To describe the effects of vibrational dynamics that are not in-



finitely fast or infinitely slow, or to predict the results of a waiting-time experiment,

a more sophisticated lineshape model is required.

To extend these models to describe amide II', a block-structured Hamiltonian

was constructed, which is diagrammed in Fig. 3-7. The amide I' and II' modes

each comprise a block of the Hamiltonian, and each block contains site energies and

couplings for the intra-band coupling; amide I'-II' couplings would lie on the off-

diagonal elements bridging the two blocks. The amide I' block was treated as before.

From the results on NMA described in Section 3.2, a value for the on-site amide

I'-II' coupling was obtained and an orientation for the amide II' transition dipole.

Comparison to the acquired 2D IR spectra was used to constrain values for amide

I'-II' and amide II'-II' couplings and amide I'-II' couplings in the simplest way that

captured the essential experimental observations.

Fig. 3-8 shows the amide II' diagonal lineshape resulting from a calculation that

was used to discern the physical effect responsible for the amide II' splitting in anti-

parallel 4-sheet spectra. In panel A, the amide II' block of the Hamiltonian was

tridiagonal to describe a manifold of degenerate amide II' modes that are coupled to

their nearest neighbors (NN) and the amide I'-II' coupling was set to zero. In panel B,

the amide IF Hamiltonian is diagonal with zero coupling values, however, the on-site

amide F-II' coupling was set to the value from NMA. This would potentially allow

for the spitting within the 4-sheet amide I' band to cause structure in the amide II'

band. From these data, it was concluded that the large amide F-I' energy gap

100 cm- 1 ) prevents the mode structure of amide I' from inducing amide I' splitting.

However, introducing simple, nearest neighbor coupling causes spectral changes that

are qualitatively similar to the experimental amide II' data.

Surprisingly, simply adding nearest-neighbor amide I' coupling produced the

amide IF lineshapes shown in Figure 3.3.1, which capture the experimentally observed

features seen in Figure 3.3.1. The magnitude of the coupling was set by modeling the

peak splittings. The sign of the coupling was set by comparing the peak intensities in

ZZZZ and ZZYY spectra, which are sensitive to relative transition dipole orientation.

The FTIR spectra capture the two mode structure of amide II' with the different
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Figure 3-7: The Amide I-1I Model Hamiltonian and Transition Dipoles. (Top) A
color-coded visualization of the amide I-1I Hamiltonian. Each square on the diagonal
represents a site and each off-diagonal square represents a coupling value. The top

left quadrant is the amide I manifold and the bottom right quadrant is the amide II

manifold; the coupling between the amide I and amide II blocks is diagonal, which

indicates that amide I-II couplings are only non-zero if the oscillators are at the same

backbone site. (Bottom) A visual representation of the transition dipoles.
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Figure 3-8: Comparison of Amide II' Coupling Mechanisms- Nearest Neighbor Cou-
pling and Mutual Coupling to Amide I'.

intensity variations for sheets and helices. General trends in the position and ampli-

tude of diagonal and cross peaks, and the interference patterns they participate in

are largely reproduced. The comparison in Figure ?? also shows projections along

wi. For the unstructured region spectra, line shapes and intensities of positive and

negative contributions are well-reproduced by the calculation, indicating that the two

peak structure is not an indicator of a random contour to the chain, but of through-

bond coupling that has weak dependence on conformation. The intensity of the low

frequency amide II a-helical peak is exaggerated in the calculation and appears as

only a shoulder in the experiment. The splitting and intensities of the 0 sheet pro-

jections match the experiment reasonably well. All together these results explain the

intensity variation between positive and negative lobes of the peaks without invoking

electrical anharmonicity, but rather the result of interference. Agreement between the

experiment and calculations demonstrates two points. First, only nearest neighbor

coupling is required to reproduce the splitting between amide II vibrations. Second,

the sign and magnitude of this nearest neighbor coupling can be unambiguously ob-

tained from the intensity ratio and splitting observed in the amide I-II 2D IR spectra.

These parameters are summarized in Table 3.3.2.

(a,/ 2nC (Cm M )



Mean Site Energy 1450 cm 1  1650 cm 1

Site Energy St. Dev. o 10 cm1 10 cm 1

Anharmonicity 10 cm 1  16 cm 1

Transition Dipole Magnitude 0.58 1.00
Transition Dipole Angle with CO Bond 110 20

a helix NN Coupling 7.5 cm 1  -8.7 cm-1

3 sheet NN Coupling 0.67 cm' -8.5 cm 1

Unstructured Regions NN Coupling TDC 103 -5 cm 1 and a= 3 cm 1

Non-Nearest Neighbor Coupling 0 cm-1 TDC1 0 3

Amide F'11' On-Site Coupling 39 cm-1

Table 3.3: Amide F'-I1' Modeling Parameters.

This type of model is useful for a first-order description of the spectroscopy. It

describes the symmetry of the most important eigenstates for a chosen secondary

structure and what patterns of diagonal and cross-peaks are expected. These features

can be examined as a function of a small number of parameters. It can be used to

predict the size-dependence of the spectra. In some cases, the spectra of real proteins

resemble those of idealized structures. For example, concanavalin A and myoglobin

display features similar to those of ideal anti-parallel 03 sheets and a helices. The

limitation of this type of model is in its accuracy. It is questionable whether even

poly-L-lysine forms idealized secondary structures. Proteins typically contain more

than one type of secondary structural motif and plenty of disorder. The next chapter

shows a method for improving this description by numerically calculating 2D JR

spectra from atomistic molecular dynamics simulations.
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Chapter 4

Simulating 2D IR Spectra Using

MD Simulations: Spectral

Signatures of Heterogeneous

Protein Ensembles

4.1 Introduction

Amide I is the backbone CO stretching region of a protein infrared spectrum (1600 -

1700 cm-1). Its large transition dipole moment (~4 DA 1 amu-1/ 2 per oscillator) 105

both makes it the strongest feature in a protein infrared spectrum and causes the

eigenstates to be delocalized by long range electrostatic coupling. As a result of

this delocalization and the inherent fast time resolution of infrared spectroscopy, the

amide I lineshape of proteins and peptides has been used as both a rough structural

analysis tool and a fast dynamic probe of protein secondary structure. Yet, the amide

I lineshape has been difficult to model on the basis of protein structure in a way that

incorporates structural plasticity and fluctuating hydrogen bonds.

The amide I region contains roughly as many eigenstates as there are peptide

linkages, but with a natural linewidth of -10 cm-11 06 107, spectra become congested
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very quickly with increasing peptide size. This dense set of states is sensitive to

many intramolecular structural variables as well as intermolecular solvation forces

all evolving on timescales from tens of femtoseconds to nanoseconds, and so the

observed FTIR lineshape is broad with few features- typically one pronounced peak

and perhaps a shoulder. This mismatch between input parameters and observables

has complicated the ability to understand the relative importance of coupling and

solvent effects. Thus, except in the case of very small peptides,108 amide I FTIR of

proteins has largely been limited to interpreting group frequencies whose assignment

is often made by unphysically motivated Fourier band deconvolution. 109-111

The first observation of the structual sensitivity of amide 112, namely that a-

helical systems peak about 20 cm-1 higher in energy than -sheet systems, led to the-

ories attributing the difference in frequency to local hydrogen bonding environment 1 3

and strong coupling114 . Subsequent work answered the original question with the con-

ceptually simple transition dipole coupling model" 5 , but studies of NMA in different

hydrogen bonding motifs 116-120 showed that both are important. An empirical cor-

rection to the amide I frequency of NMA due to hydrogen bonding was proposed and

widely used 106. The observation that the frequency shift is additive with increasing

hydrogen bonding partners 119 suggested a purely electrostatic cause with negligible

effects of induction, covalency, or dispersion, and led to the development of several

more accurate electrostatic models correlating the amide I frequency with the po-

tential or electric field at the amide atomic sites 1 2 1 -125. This conveniently suggests a

concerted treatment of molecular dynamics (MD) and amide I IR spectroscopy cal-

culation, as the forces and structural variations from MD are direct parameters in an

imposed spectroscopic Hamiltonian. This ability to calculate observables from MD

simulations provides an important link and test of the wealth of dynamical informa-

tion from MD that has gone largely untested- most of the tests of MD simulations

are thermodynamic (binding and folding free energies), kinetic (rate constants), or

structural (comparison to x-ray or NMR structures), rather than mechanistic. Where

coherent reaction initiation is possible, transient spectra can be measured and calcu-

lated from non-equilibrium MD trajectories, providing a rigorous test of the predicted
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mechanism.

The recent developments in two-dimensional infrared spectroscopy (2DIR) allow

a new understanding of the amide I lineshape based on its ability to distinguish

between natural line widths and heterogeneous ensembles and the appearance of

structurally-sensitive cross peaks. It will be shown that the approximations sufficient

to yield good agreement in calculated FTIR spectra predict 2DIR lineshapes that

disagree with experiment. This is because the 2DIR spectrum contains additional

information; inhomogeneous broadening appears as a diagonal (wi = W3 ) elongation

of the lineshapes and correlated energy shifts between any two eigenstates A (WA)

and B (WB) are revealed in the A-B cross peak shape at (WA, WB) and (WB, A)126 .

Thus, it is possible in FTIR, but not 2DIR, to use unphysically broad homogeneous

lineshapes to mask a lack of knowledge of the correct inhomogeneous broadening in

the system. This sensitivity of 2DIR to ensemble heterogeneity provides a rigorous

test of equilibrium MD trajectories to correctly sample disorder in the system. There

is a lot of interest on this front and other researchers are also pursuing structure-based

models of FTIR and 2DIR spectra from MD simulations 2 7 -129.

It is our goal in this work to test a model with no fitting of IR spectra for calculat-

ing the amide I lineshape that is consistent with both observed FTIR and 2DIR data.

The only external parameters that enter are obtained from other IR experiments or

MD simulations. We work within the established framework of a subspace of amide

I local modes 106 and evaluate site energy models with MD simulations to incorpo-

rate fluctuations in the solute and solvent. We demonstrate the modeling with three

test systems that survey different secondary structure motifs- a 12 residue /-hairpin

(trpzip2), a 19 residue a-helix (D-Arg), and a 76 residue a + 3 protein (ubiquitin).

We find that including electrostatic contributions from the solvent, side chains, and

backbone residues are important in establishing the correct redshift to the overall

amide I band position. We find that disorder in the site energies, but not couplings,

are critical for experimental agreement with calculated 2DIR spectra, which implies

that disorder in site energies is critical for calculating physically meaningful FTIR

spectra. These methods, in spite of the approximations made, yield good results
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with lineshapes slightly broader than observed. Systematic improvements are also

suggested.

4.2 Methods

4.2.1 The Amide I Subspace

The main simplifying assumption that allows calculation of the amide I lineshape is

the description of amide I eigenstates as linear combinations of local amide I vibra-

tions, which ensures that for a polypeptide comprised of (N + 1) amino acids and N

peptide groups, there will only be N relevant local modes to consider. This is valid

insomuch as the local amide I vibration is localized to a single backbone unit and was

first introduced by Miyazawa 114 with important contributions from Krimm130'131 and

Torii and Tasumiio, 119,132, who used the GF matrix formalism. This local amide I

Hamiltonian picture showed that the FTIR lineshape could be well approximated by

considering local oscillator force constants (diagonal elements) and coupling between

local oscillators (off-diagonal elements) without considering side chains, solvent, or

disorder. Because the G matrix is diagonal, an isomorphic representation can be

derived by directly considering parameters of the Hamiltonian in units of cm-, an

approach that was suggested with the excitonic modeling of 2DIR spectra by Hamm

and Hochstrasser and subsequently expandedio ,133. We follow this approach, which

means that our site energies (diagonal elements) reflect both the local oscillator force

constant and reduced mass.

Site Energy Models

We considered ten different site energy models. Eight of these models are based on

electrostatics and their salient features are summarized in Tab. 4.1. We also consider

two other models: the degenerate case (all sites = 1650 cm- 1), which was the starting

point for Torii and Tasumi's work on globular proteins1 05, and an empirical heuristic

site energy model based on probable hydrogen bonds 2 from the crystal structure. For
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134
simplicity at this point, we ignore non-electrostatic contributions to the site energyi.

We find that many field and potential models compare favorably with one another,

and therefore representative results from four of the ten site energy models are plotted

in Figure 4-3, and the complete set is included in Figures 4-6 and 4-7. In each of

the electrostatic models, the site energy for each peptide group, I, was parameterized

by correlation of the calculated amide I frequency to the electrostatic environment

evaluated at n various sites i (typically C, 0, N, D) in N-methylacetamide (NMA).

We calculate the electrostatic environment by considering the protein-solvent system

as a cluster of point partial charges perturbing one amide group. In the most general

form, the electrostatic models we study define the amide I frequency for site I, w, as

n[
WI =WO + ~ Aj~7$ + x2,0eEi,a + E3 rn /EOO~j (4.1)

The site energy is linearly proportional to the scalar electrostatic potential,

M

= m 1 (4.2)4 E0 Tmi
ms{i}

the vector electric field,
M

E =-m rimi - ra (4.3)
I:47co r3i

mf{i} m

and the tensorial gradient of the electric field,

.Fl M qm 6O 3 (rmi'- (fami'$S-io, [ : 3 5i~ ri~l (4.4)
m { 0 Imi mi

from all atoms m e M outside the peptide group. A site energy model is defined by

the terms in Eq.4.1 which are included and the correlation coefficients Au, Xu, and 7,

that dictate frequency shifts and the initial wo, which is typically the gas phase value

but may be parameterized to include a static shift1 21,122,124. In Eqs.4.1, 4.3, and 4.4,

Greek indices run over the amide group space (', 3 E {x, y, z}). The CO bond of each

amide group defines a y-axis. The x-axis is perpendicular to the y-axis and points
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towards the amide N, in the CON plane, and i = - x Q. Although all of these elec-

trostatic site energy models are acausal by construction, that is the electrostatics of

an amide group are fit to a frequency shift without reference to the underlying mech-

anism, the coefficients Au, Xu, and -y can be understood as vibrational Stark tuning

rates1 35 , 136 . In analogy to work on HOD/D 20 where Ao ~ -qE (Q11 - Qoo) /h137,

the coefficient for each atom can be roughly identified as a measure of the partial

charge times the mean displacement in amide I.

In the parameterization of these site energy models, the electrostatics of the solvent

are correlated to the amide I frequency of NMA, not to a peptide group in a protein.

We extend the original definition of the solvent to include not only the water, but

also the side chains and neighboring backbone. The chromophore is defined to be a

peptide group in a chain. The sums over m that define 4 and E for a peptide group

do not include the nitrogen or alpha carbons flanking the carbonyl nor the associated

backbone protons. This definition maintains electrostatic neutrality of the system in

CHARMM27 and ENCAD forcefields, as well as several others.

We also consider a heuristic site energy model based on structure. We start with

an average solvated frequency of 1688 cm- 1 and apply a set of redshifting criteria,

wI = 1688 cm-1 - 6WCO - 6wNH. (4.5)

For backbone hydrogen bonding on the carbonyl side,

owfD = 30 cm- 1 (2.6A - rH o) (4.6)

where rH-O is the hydrogen-oxygen backbone hydrogen bond distance 06. For water

hydrogen bonding on the carbonyl side, 6wc 0 = 20 cm-1. For any hydrogen bond on

the amino side, we redshift by 6w7H 10 cm- 1. For no hydrogen bonding, wH = 0

and/or 6w 0 = 0.
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Coupling Model

Historically, transition dipole coupling was used to explain the splitting of the amide

I band observed in -sheets, but subsequent calculations138 highlighted the failure

of the dipole approximation at short distances and the importance of through-bond

effects. In light of this, we use a DFT look-up tableis9 for coupling between bonded

neighbors, which is a function of the backbone torsion angles between amide units,

commonly referred to as (0y,). This coupling map can be roughly understood as the

second derivative of the total calculated electronic energy with respect to local amide

I coordinates Q, and Qj in a model dipeptide.

/3DFT Q&QVI(DFT (47)

This implicitly treats the quantum mechanical, through-bond effects most relevant

for covalently bonded amide groups as well as electrostatics to all order. All other

interactions are treated with transition charge coupling 121, 132,138. The TCC coupling

equation represents the interaction energy between a cluster of partial charges on pep-

tide groups I and J as a function of local coordinate displacements, which circumvents

the dipole approximation of TDC and includes polarizability effects by allowing the

charges to change magnitude. The TCC coupling is defined by

rc 1 &2 (q0 + q Q1 ) (q~ +qgj) (4.8)

47Eo OQi Qj Y- I' (QI) - i~, (Qj) I

where Q, is the dimensionless local coordinate,

Q1= m1w1
hIIIQ (4.9)

and qO and q' are the parameters from a linear fit to the calculated Mulliken charge

at each atomic center as a function of local amide I coordinate displacement on N-

methylacetamide, with the methyl hydrogen partial charges summed to the methyl

carbons. Calculations to parameterize TCC were carried out using the Gaussian 98
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implementation of B3LYP/6-31+G*140. The transition dipole is obtained by numeri-

cal differentiation and found to lie in the NCO plane, 25' off the CO bond axis towards

the nitrogen. The magnitude and orientation with respect to the amide group are

fixed"'. The index i(j) runs over all atoms of the peptide group I(J).

4.2.2 MD Simulations

In the present case MD simulations are used to generate an ensemble of structures

representative of the experiment. With static averaging (or "instantaneous normal

modes"), FTIR and 2DIR spectra are summed for each structure in a set representa-

tive of the equilibrium ensemble. In a dynamical picture, this corresponds to a slow

interconversion of spectroscopically distinct structures on a timescale longer than the

experiment (-2 ps). This approximation leads to artificially broader lineshapes if

there are any spectroscopically relevant fast fluctuations. This is undoubtedly the

case to some degree as water undergoes many fast motions that can modulate the

amide I frequency. However, in the interest of computational and conceptual simplic-

ity, this work operates purely in the static average picture.

We choose three systems to test the generality of the models that span different

secondary structure motifs and sizes. Trpzip2 is an extensively studied4'141-146 12

residue peptide that forms a stable, anti-parallel -hairpin in water. D-Arg is a 19

residue alanine-rich a-helical peptide, based loosely on the Marquesee-Baldwin water-

soluble a-helical peptide"'7 148. In addition to an a-helix and a -hairpin, we consider

a 76 residue a + 0 protein ubiquitin to test on a realistic protein.

The initial trpzip2 structure is taken from the published solution NMR structures

(PDB iLEl 143). MD simulations are carried out in the CHARMM 30b1 package14 9 .

All acidic protons are deuterated to match the experimental conditions. This struc-

ture is briefly energy minimized for 1000 steps in the CHARMM27 force field. There-

after in the simulation, the bond lengths are constrained with the SHAKE algorithm.

The peptide is then placed in the center of a preequilibriated (298K, 1g/cc) box of

2048 SPC/E water molecules with periodic, cubic boundary conditions. Waters with

oxygens within 2A of the peptide are removed. Because at pH 7.0 the peptide has
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a formal charge of +1, a Cl- counterion was added at a random place in the box.

Electrostatics are handled by particle mesh Ewald sums and VDW interactions are

shifted to reach zero at the truncation length of 14A. Ten trajectories are spawned

from this initial structure with different initial seeds and each equilibrated for 1 ns

in the NPT ensemble (Berendsen method, 298 K, 1 atm), which is long enough to

allow the water to reorient and let the box length converge. Dynamics are continued

in the NPT ensemble and the structures are saved at 20 fs intervals for analysis for 1

ns total of trajectory.

The initial D-Arg structure was constructed assuming the secondary structure

generated an ideal helix (repeating # =-90' and 4 =-45') for the residues NH 3-

YGG(KAAAA) 3-(D-R)-CONH 2, where the Arg is of right-handed chirality. The

remaining procedures are identical to trpzip2, except five randomly placed Cl- coun-

terions were added for charge neutrality.

Ubiquitin structures are generated from equilibrium MD performed by Alonso

and Daggett" 0 and sampled at 300 ps for IR spectral calculations. Spectra were

calculated from the protonated structures assuming that all acidic protons can be

deuterated without significantly affecting the dynamics.

4.2.3 IR Spectroscopy

From the MD simulation, each (N + 1) residue, solvated protein or peptide structure

defines a vector of N local transition dipole vectors and an N x N Hamiltonian com-

posed from the site energies and couplings as described above in the local amide I

basis. Diagonalization of this Hamiltonian yields a set of energies, wk. The Hamilto-

nian diagonalization transformation is used to transform the local amide I transition

dipoles to the transition dipoles, Pk.

An FTIR stick spectrum for a structure is generated from the eigenstate energies

and transition dipoles and then lifetime broadened and summed over the ensemble:

N -i 2

I (W) = 1:Im - .k (4.10)
k=1 W -ok + - )
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where () indicates the equilibrium Boltzmann average. While in some studies the

HWHM broadening parameter -y is fit, we set it to 5 cm- 1 for all systems correspond-

ing to a lifetime of -1 ps106 . Note additionally that inhomogeneous broadening arises

naturally by the sum over structures.

In practice, the spectra are summed as stick spectra on a grid of 1 cm-1, then

convolved with the Lorentzian lineshape function afterwards for an increase in com-

putational efficiency by avoiding continuous recalculation of identical lineshapes. The

two methods are mathematically identical and indistinguishable with the chosen grid

spacing.

N--

I (Wgrij) = |7k 2 6 (round (k), Wgid) 3 Im [2 1 (4.11)
k=1

Two dimensional infrared spectra are calculated by taking the undiagonalized

one-quantum Hamiltonian described above for FTIR, H, and defining a scaled two-

quantum Hamiltonian, H(, to include two-quantum local states and couplings, which

is zero unless

H 2  H -1 + Hj,3 - orjA (4.12a)

Hi2j =1 (VH2,k,3 + Hiok ); ii # jkj f k (4.12b)

H = H ;,i # k, (4.12c)

where 6j is the Kronecker Delta symbol, A is the overtone anharmonicity, set to

16 cm- 1106, and the indices commute: H =2 H =H2 ,_ Part of the increased

sensitivity of 2DIR is seen in Eq.4.12a; the two-quantum Hamiltonian is sensitive to

correlations in frequency shifts of the fundamental frequencies in a manner that is

difficult to guess a priori.

The local transition dipoles are also harmonically scaled to produce two-quantum

transition dipoles,

Pij = x/iosj+ - (1 - 6 ,) . (4.13)

The two-quantum Hamiltonian is diagonalized to yield a set of (N 2 + N) /2 ener-
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gies, o2, which are used to transform the local transition dipoles and calculate the

ZZYY (first two light fields are perpendicularly polarized to the third and detection)

rephasing, S1, and non-rephasing, S2, signals70, which when summed yield the purely

absorptive 2DIR spectra (Equations 4.14 and 4.15),

N * d -b#*b
Si (wi, w3) Im K {________

d,b W1 + Wd + i7 W 3 - Wb + 7

+ YdI'b11PIb1
-wiY + Wa +2L03 - Ltb + i7

(N2+N)/2 _. -- (2) -(2)*
_ 2IWdlMbI'cb Pcd

-Wi + od +i7' L3 - (2) +i7.-C WWcd +Yi

N ld* 1 b*5

S2 (Wi, L03) = M - Im

d,b W1 Wd + Z-7 w3 - Wb +

+ ZIdIb/'bId
Wi~ - W~d + Z~y W3 - WLb + Z'~

(N2+N)/2 l*_2-2)
c7" 111 d/ zcd 3-cb - 1

I:w W1 -Wd + iYW 3 -LL (2)+ '
C Wcd±

(4.14)

(4.15)

In a manner completely analogous to the FTIR, the rephasing and non-rephasing

signals are summed independently as stick spectra, then convolved with the appro-

priate lineshape functions and summed to yield the 2DIR correlation spectrum, as

shown in Equations 4.16 and 4.17,

N

S1 (Wi,grid, W3,grid) = (i*tididb* +iid/bidIb) 6 (round (Wb), W3,grid)

d,b

(N2+N)|2

- i-*) b _2) _* (round (w ), W3,grid) }6 (round (wd), wI,grid)
C

K. .+J (4.16)
-wi1,grid + z"Y LL3,grid + 27_
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N

S2 ( Wi,grid, Ws,grid) K { (Ni 6*I II - /dlb/lb/*I) 6 (round (wb), W3,grid)

d,b

N N2+N)|2

- iNg/2 g ff#P*d (round (w), W3,grid) 6 (round (Wd), Wi,grid)
C

e . .(4.17)
W1,grid -i Y W3,grid - 27Y _

The indices d and b run over the one-quantum states, and the index c runs over

two quantum states. The frequency w (2 _ - w( . The eigenstate transition

dipoles are used to calculate ZZYY (first two fields polarized perpendicular to third

and detection) spectra as described in Equation 3.17.

4.2.4 Experimental

The experimental methods employed here are identical to those described

previously 3'4 . Trpzip2 (SWTWENGKWTWK) and D-Arg 147 (YGG(KAAAA) 3-

(D-R), where the Arg is of right-handed chirality) were synthesized at the MIT

Biopolymers Lab (Cambridge, MA) using Fmoc solid-phase synthesis as C-terminal

amide peptides, HPLC purified, then lyophilized against 50 mM DCl to remove resid-

ual trifluoroacetic acid. The a-helical character of D-Arg was verified with UVCD

(data not shown). BPTI (structure from PDB 1BPI 7) was purchased from Sigma

(St. Louis, MO) and used without further purification.

4.3 Results and Discussion

4.3.1 Information Content of FTIR vs. 2DIR

The increased information content of 2DIR can be used to confirm or reject ap-

proximations made in calculating the amide I FTIR lineshape. In Fig.4-1, we show

the calculated FTIR and 2DIR spectra for the protein BPTI using the heuristic site

energy model based on one crystal structure (1BPI 7) with several values of the homo-

geneous broadening parameter, -y, and no inhomogeneous broadening. By comparing
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Figure 4-1: Comparison of Homogeneous and Inhomogeneous Broadening Mecha-
nisms. As the Lorentzian HWHM parameter -y is increased, the predicted FTIR
linewidth begins to match experiment, but the predicted tilt in the 2DIR peaks is
qualitatively incorrect. The spectra are for bovine pancreatic trypsin inhibitor (BPTI)
calculated using the heuristic site energy model from the PDB structure 1BPI7 . 21
evenly spaced contours are plotted from ±50% of the maximum for each spectrum.

the bandshapes, it can be seen that a value of -y ~ 16 cm-' reproduces the shoulder

and FWHM of the observed FTIR shape. However, the 2DIR spectrum implied by

this homogeneous broadening is qualitatively very different than the observed 2DIR.

The measured 2DIR lineshapes are diagonally elongated, a signature of inhomogeneity

in the system.

It can be seen in the calculations that when an unphysically narrow linewidth

eliminates crowding (- = 3 cm-1 ), many distinct off-diagonal cross peaks compose

the observed lineshapes. For example, a series of cross-peaks extending in the +w3

and +wi direction from the -1650 cm-1 fundamental peak arises from anharmonic

coupling between these vibrations.

In the homogeneous limit, these cross peaks are round. In the presence of inhomo-

geneity, correlated frequency shifts between the ~1650 cm- 1 peak and any of these

other peaks will be reflected in the cross-peak shape. For example, a change in the

angle between hydrogen-bonded peptide groups will modulate the coupling and can

cause a correlated red- and blue-shift in a doublet of peaks. Water penetration into
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a pair of /-strands can simultaneously redshift many vibrations. The naturally short

lifetime of molecular vibrations broadens these peaks beyond resolution and obscures

this information in uniquely shaped ridges and bands. None of this is accounted for

in a model that neglects disorder.

Although the agreement between the calculated and experimental FTIR spectra

can be improved, the qualitative features are reproduced with only homogeneous

broadening. Clearly, this Lorentzian approximation is incompatible with the ob-

served 2DIR lineshapes and thus the agreement with the calculated FTIR is reached

by overestimating the homogeneous broadening to compensate for neglecting inho-

mogeneity. These observations motivate the direction of this work; we choose to work

towards a model that captures the experimental heterogeneity demonstrated in the

2DIR lineshapes rather than including more parameters to accurately fit the FTIR

lineshape.

4.3.2 Static Averaging for 2DIR

In the static averaging technique, a representative ensemble of structures is required to

calculate a 2DIR spectrum that sums the individual contributions from each structure.

Spectroscopically relevant fluctuations can be expected in two places: site energies

(diagonal Hamiltonian elements) and couplings (off-diagonal Hamiltonian elements).

The coupling fluctuations arise from flexible secondary structure that changes the

orientation and distance between amide I oscillators. The site energy fluctuations

arise from the evolving hydrogen bonding environments at each site. This nicely

suggests a concerted treatment of dynamics and spectroscopy, since MD simulations

simultaneously provide a set of structures as well as a description of the electrostatics.

Figure 4-2 shows how the observed 2DIR spectrum arises from the average of 2DIR

spectra of individual structures. In this picture, each component structure generates

a distinct 2DIR spectrum with many homogeneously broadened diagonal and cross

peaks. The pattern of peaks in each component spectrum is a sensitive indicator

of the couplings and site energies for a particular structure. In 2DIR spectra, each

homogeneous peak appears as an oppositely signed doublet. When averaged over the
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Figure 4-2: Averaging over structural heterogeneity in 2D IR lineshapes. Two sample
spectra and structures are shown for slightly different hydrogen bonding environments
calculated using the Skinner 6P site energy model. Note that the fine structure dis-
appears and the diagonal elongation of the 2DIR peaks arises from the static average
over the equilibrium distribution of hydrogen bonding environments characterized by
N, the number of internal hydrogen bonds, and RO-N, the oxygen-nitrogen hydrogen
bond distance. 21 evenly spaced contours are plotted from t50% of the maximum
for each spectrum.

equilibrium ensemble, much of the off-diagonal structure disappears as a result of

shifting negative and positive amplitudes. The remaining structure reflects the con-

structive addition of peaks along the diagonal axis, characteristic of inhomogeneous

broadening, and ridges of constructively interfering cross peaks that stretch along

w1
1". Figure 4-2 shows that although the structures of the ensemble at first glance

seem very similar, they vary considerably in the quantities that influence the 2DIR

spectrum most: the number and geometry of hydrogen bonds.

Figure 4-3 shows the comparison of calculated 2DIR and FTIR spectra for trpzip2,

D-Arg, and ubiquitin against experiment. The agreement in the experimental and

calculated spectra from electrostatic site energy models are an improvement over the

degenerate model and the heuristic model presented in Figure 4-1 and 4-7, which
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Figure 4-3: Comparison of Calculated and Experimental FTIR and 2DIR for Trpzip2,
D-Arg, and Ubiquitin. 21 evenly spaced contours are plotted from ±50% of the
maximum for each spectrum.

also assumes fixed (yet different) site energies. The diagonal elongation is much

better represented by averaging over many structures in all of the data and using

a site energy model sensitive to fluctuating hydrogen bonds. A common deficiency

in the spectra calculated from electrostatic models is the overall blueshift relative to

experiment, which can be traced to the site energy parameterizations, many of which

underestimate the redshift that occurs upon aqueous solvation of NMA from the gas

phase. All of the predicted spectra (FTIR and 2DIR) are also too broad, which

may result from neglecting motional narrowing effects. It may also be an artifact of

the force field parameterization, which implicitly treats electronic polarizability by
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overestimating partial atomic charges to fit quantum mechanical calculations52 .153.

The field-based models seem to predict even broader lineshapes for reasons discussed

in the next section, which may indicate that motional narrowing effects are more

important there and that a static averaging technique should use the potential-based

models.

In the trpzip2 FTIR spectra, the high frequency shoulder and correct relative peak

intensity is observed in all of the calculations, which has been noted as a signature

of anti-parallel O-sheet structure. Many subtle features match up in the calculated

and predicted 2DIR spectra. The cross peak ridge extending horizontally to the red

from the high frequency peak is observed in each of the electrostatic models, but it

is weaker than the experiment in every case. The ridge extending horizontally to the

blue from the most intense overtone peak is reproduced, as is the node between the

fundamental and overtone peaks. Interestingly, the sharp red-side extension from the

low frequency fundamental peak at w3  1640 cm-1 is observed in each potential

model and the experiment, but not in the field models. The narrowest spectrum

with degenerate site energies appears qualitatively similar to the FTIR, but the same

model fails to predict the observed 2DIR lineshapes.

All of the D-Arg FTIR spectra show a singly-peaked and roughly symmetric line-

shape in agreement with the experiment. The calculated 2DIR lineshapes show the

broad, diagonally elongated peak, but also show a bit of extra structure unobserved

in the experiment extending from the fundamental peak in the -w direction. The

substantial extension of the overtone in the +w3 direction at high frequencies is un-

derestimated in each calculation.

The ubiquitin spectra differ from trpzip2 in the intensity between the high and

low frequency anti-parallel /3-sheet peaks arising from the a-helix and random coils.

Although the calculation correctly predicts structure in this region, it is overestimated

leading to a mismatch in the relative intensity of the two main peaks. The cross

peak ridges are reproduced, as well as the sharp extension from the low frequency

fundamental. The slope of the node is also predicted in good agreement. In ubiquitin

like trpzip2 and D-Arg, the calculated lineshapes from electrostatic site energy models
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are broader than experiment.

4.3.3 The Origin of Frequency Shifts in Site Energy Models

Each considered site energy model was parameterized to describe the fluctuating

amide I frequency of N-methylacetamide. All but Jansen 4F were parameterized with

water. In extending these models to describe the amide I site energy fluctuations

for various sites in a polypeptide chain, several questions arise. Should only the

electrostatics of the water be included? Will the models work at all if the original

definition of "solvent" is now extended to include surrounding protein? What role do

the side chains and other parts of the backbone play? These questions are investigated

by looking at the average site energies and which structures contribute to the redshift

from the gas phase (Tab.4.1). In this table, the brackets () imply an average over

site and ensemble. The average site energy is given by (w), which tells about the

typical hydrogen bonding environment which causes a redshift from the gas-phase

value of 1717 cm--. This cumulative shift is broken down into the average shift

from water, backbone, and side-chains in (*Water), ( 6 WBackbone) , and ( 6 WSidechain)

respectively. Also note that three of the models parameterize a static redshifting

contribution 1211 2 2 ,12 4 . The average frequency standard deviation is given by (o).

First, we observe that by summing the electrostatics from the water, side

chains, and remaining backbone, the redshift comes close to the expected region

of -1655 cm- 1. The majority of the redshift is obtained from the water, showing

that a correct parameterization of the solvent electrostatics is the most important

determinant of the site energies. As noticed by Skinner, et. al.12 4 , differences in the

potential models reflect how many water molecules were used in the NMA/water clus-

ter calculations to parameterize the model- the Keiderling 5P model used the largest

clusters and the Hirst 4P and 7P models used the smallest. Not enough models are

present to compare this in the field models. The field models also underestimate the

contribution of the backbone by -10 cm-1 relative to the potential models, causing

them to differ in the relative importance of backbone and sidechain contributions; the

field-based models include more of a contribution from the side-chains than backbone
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which is opposite in the potential-based models.

The other striking difference between the field- and potential-based models are the

significantly larger field site energy standard deviations, the effects of which are also

manifested as broader lineshapes in the field models. This can be rationalized by the

distance sensitivity of the field (oc I) and the potential (0c 1) formulations and the

scaling properties of signal to noise. More atoms are significant to the potential

than the field because the cutoff is slower and so the random solvent modulations

will be smaller. The difference in distance scaling may also explain the inconsistency

in relative backbone contributions and difference in dephasing properties. In illustra-

tion of the latter, site energy correlation functions Cee(t) = (ze(t)Ae(0)) / (Ae(0) 2 )

(where () indicate an ensemble and site average) are plotted in Fig.4-4 for the total

shift and water-only contribution to a representative field and potential model. A

bioexponential fit to reveal the general timescales shows that the short-time compo-

nent is faster in the Jansen 4F model than the Keiderling 5P model (180 fs and 500 fs

respectively), which is indicative of the quicker randomization of frequencies induced

by the larger modulations. This was also seen in the work of Jansen and Knoester,1 25

which was also manifested as a faster decay with fast oscillations in the frequency

correlation function for NMA for the field parameterization. Similar work on NMA

by Skinner, et. al.1 24 did not reveal a difference in the standard deviations between

field and potential, but did note a shorter T2* dephasing time for the field-based model

than for the potential based models.

4.3.4 Relative Importance of Coupling and Site Energies

With the results described above in hand it is important to ask what the delocalized

eigenstates are more sensitive to: equilibrium backbone structural disorder causing

changes in the coupling or hydrogen bonding and solvent disorder causing changes in

the site energies. In Fig.4-5, we computationally address this. We calculate the FTIR

and 2DIR spectra of trpzip2 in six different ways using the Keiderling 5P potential

model:
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Figure 4-4: Trpzip2 site energy correlation functions. The normalized site energy
fluctuation correlation function (solid line), calculated with the Keiderling 5P (dark)
and Jansen 4F (light) models (a representative potential and field site energy model,
respectively) are shown, in addition to the contribution from water (dashed line) for
both models.

(A) Assuming that the Hamiltonian is equal to its ensemble averaged value.

(B) Assuming that only the site energies are fixed equal to the ensemble averaged

values, while the couplings are sampled.

(C) Assuming that only the coupling elements are equal to the ensemble averaged

values, while the site energies are sampled.

(D) Allowing each element to be sampled at each step (the same as the full treatment

in the previous section).

(E) Assuming that the cross-correlation between site-energies is negligible and mod-

eling the spectra based on Gaussian fluctuating site energies with the mean and

standard deviation obtained from the MD simulation.

Comparing (A) and (D) shows that approximating trpzip2 as one average

structure- including a static distribution of different hydrogen bonding environments

at each site is invalid, similar to the example in Fig.4-1. Comparing (B) and (C) to
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Figure 4-5: Site energy fluctuations give rise to diagonal broadening. Six exploratory
calculations are presented in an attempt to identify the physical origins of spectral
features in trpzip2, (A) All elements of the Hamiltonian set to their average value, (B)
Site energies set to their average value, couplings sampled from MD, (C) Couplings
set to their average value, site energies sampled, (D) All elements sampled, (E) Cou-
plings set to their average value, site energies sampled from a Gaussian distribution
with center and width corresponding to MD site energy statistics. 21 evenly spaced
contours are plotted from ±50% of the maximum for each spectrum.

(D) reveals that it is the site energy fluctuations that causes (A) to be such a poor

approximation. Trpzip2 has a notably stable structure, which biases this picture to

a site-energy based one, but these results are also verified in D-Arg and ubiquitin.

The spectral signatures of equilibrium variations in coupling are nearly nonexistent

in these systems.

This emphasizes the critical importance of fluctuating site energies in modeling

2DIR, and therefore FTIR, spectra. The results are striking in that they indicate that

the site energy fluctuations are far dominant over coupling fluctuations. By averaging

out the site energy fluctuations, the spectra appear nearly indistinguishable from the

entirely static spectrum. By only surveying fluctuations in the site energies, a spec-

trum nearly indistinguishable from the totally averaged spectrum is obtained. The

minor differences attributable to fluctuations in coupling include a slight extension

of the ridge and some minor (~1 cm-1) line broadening, and are more noticeable in

the unconvolved stick spectra (not shown). This is both computationally fortunate

and physically revealing; of the N 2 elements of the Hamiltonian, the fluctuations in

merely N of them largely determine the disorder shown in a 2DIR spectrum.
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The dominance of disorder in the site energies and the relative stability of the off-

diagonal elements implies that one may reduce the complexity in calculating 2DIR

spectra by sampling site energies from independent random distributions, which fur-

ther assumes that frequency shifts between sites are uncorrelated. In Fig.4-5E, we

compare a calculation of the 2DIR spectrum obtained by modeling the spectrum based

on a Gaussian random fluctuations of site energies in which the mean and standard

deviation of the distribution is obtained for each site from the MD simulation. The

excellent agreement between Figs.4-5D and 4-5E indicate that the independent site

approximation is valid. The implication is that knowledge of a representative equi-

librium structure and its fluctuations can be used to model the infrared spectroscopy.

However, the sensitivity of the mean site energies to hydrogen bonding indicates that

methods must be validated to assign mean site energies in the absence of explicit

solvent in a trial structure.

4.4 Conclusions

We have shown that the information that is typically sufficient to model FTIR spectra

does not correctly predict 2DIR spectra. This is demonstrated in the difference be-

tween experimental and predicted 2D lineshapes from one structure and arises chiefly

from the sensitivity of 2DIR to different broadening mechanisms. This suggests that

although the agreement between an experimental FTIR and one calculated from a

single structure appears good, the interpretation may be flawed by the disparity in

parameters and observables. This modeling can be refined by examining the richer,

2D lineshapes which are more sensitive to disorder.

We have pursued this by calculating FTIR and 2DIR spectra from MD simulations,

while testing a set of proposed site energies models. We obtain the best prediction

of gross and subtle features in protein 2DIR spectra to date in spite of the empirical

force fields used to calculate electrostatics and neglecting motional narrowing effects

by using static averages. Strong features such as cross-peak ridges and even many

subtle lineshape features are reproduced faithfully. The most important step forward
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is the agreement in the diagonal elongation of peaks arising from disorder, which is

typically ignored in modeling FTIR spectra. We track the origin of this disorder and

find it to be based in fluctuating site energies, not fluctuating couplings. In turn,

these site energies are ~50% driven by the water solvent. The potential-based site

energy models predict that the remainder is mostly caused by the backbone, whereas

the field-based site energy models favor the side chains for most of the remaining

fluctuations. These two pictures are inconsistent, but may be resolved by comparing

isotopically shifted ("C and/or 150) single sites bordering charged and hydrophobic

residues.

Because 2DIR data can be acquired with the resolution to capture the fastest

timescales of biomolecular rearrangement, our modeling provides the link that al-

lows mechanistic non-equilibrium MD predictions of protein folding and aggregation

pathways to be directly tested150,154 155 . The delocalized vibrational eigenstates pro-

vide mesoscopic structural variables that are more meaningful than rate constants,

which may need to be rescaled based on anomalous solvent diffusion, or equilibrium

constants, which are sensitive to slight errors in energy calculation in a way not nec-

essarily indicative of an incorrect mechanism. This utility is immediately applicable

to debates in the 3-hairpin literature over the relative importance of forming the

turn-region, hydrophobic core, and backbone hydrogen bonds, with the possibility of

off-register hydrogen bonds.41 1 42 144 146'i 55 'i15. Furthermore, the sharp sensitivity of

2DIR to solvent electrostatics suggests a way beyond thermodynamic comparisons to

test the next generation of implicit solvent models that reproduce structural transfor-

mations such as concurrent core collapse and desolvation 157-161 and anharmonic force

fields16 2 that preclude the need for a separate spectroscopic Hamiltonian.

The static averaging we employ for computational simplicity produces lineshapes

that are broader than measured. By taking into consideration time-dependence in

the adiabatic approximation, we can effectively increase the frequency resolution of

the simulated spectra and sense more subtle features. A step beyond this would

be to test at which point the non-adiabatic effects observed for tri-alanine16 3 disap-

pear in larger systems- to what extent will they broaden the spectra of hairpins and
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proteins? Further refinements in the calculation of spectroscopy are also possible,

including accounting for rotation of the local transition dipoles, fluctuating values of

the anharmonicity, and extension to other vibrational modes 12,164. Finally, although

we have shown the effects of disorder in IR spectra, the effects of disorder on FTIR

(one-quantum) and 2DIR (two-quantum) eigenstates remain to be seen and can be

tested with the recently revisited bright-state analysis.
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4.6 Afterword

This chapter was adapted from "Spectral Signatures of Heterogeneous Protein En-

sembles Revealed by MD Simulations of 2DIR Spectra," by Ganim and Tokmakoff.8
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Property Correlated Model Name Parameterized Sites (in) (W) (-) I (owater) (WBackbone) I (
6
WSidechain)

Potential Keiderling 5P 1 23  Ca C O N D 1660 16.6 -27.5 -15.8 -13.2

Potential Cho 6P 1 2 2  C, C 0 N H Ca 1649 15.6 -28.6 -17.7 -11.0

Potential Cho 4PI21 C 0 N H 1657 15.2 -26.0 -13.4 -10.3

Potential Hirst 7PI 6 5  C COmid 0 CNmid N NHmid H 1686 14.7 -12.3 -9.3 -8.9

Potential Hirst 4P 1 6 5 C 0 N H 1696 7.1 -9.9 -6.5 -4.4

Potential Skinner 6P 1 2 4  Ca C 0 N D Ca 1660 17.4 -24.6 -19.2 -12.8

Field Skinner 6F 12 4  C, C 0 N D Ca 1675 24.2 -18.3 -2.0 -14.5

Field to 2nd Order Jansen 4F 1 25  C 0 N D 1670 24.8 -26.3 -1.9 -18.5

Table 4.1: Site Energy Models and Fluctuation Statistics for Trpzip2. Listing of site energy models tested, comparison of
electrostatic property correlated, site correlated, nomenclature, and fluctuation statistics for Trpzip2. (w) is the average site
frequency, which is broken down to contributions from water, backbone, and sidechain respectively in (6Wwater), (6 WBackbone),

and (6 WSidechain). (o) is the average site standard deviation. All quantities are in cm- 1 .
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Figure 4-7: Comparison of Calculated and Experimental FTIR and 2DIR for Trpzip2,
D-Arg, and Ubiquitin for all non-electrostatic and electrostatic field-based site energy
models. Calculated spectra from the manuscript of Ganim et al.8 The heuristic model
uses PDB structures iLE1 for trpzip2, 1UBQ for ubiquitin, and a random equilibrated
MD structure for D-Arg. 21 evenly spaced contours are plotted from ±50% of the
maximum for each spectrum.
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Chapter 5

Melting of a p-hairpin Peptide

Using Isotope-Edited 2D IR

Spectroscopy and Simulations

This chapter describes an investigation of the structure of the -hairpin peptide tr-

pzip2 using isotope-edited 2D IR to site-specifically investigate the conformation of

its backbone. In this mode, the isotope-shifted amide I band can be used to infer local

structure and dynamics through variations in its vibrational frequency or couplings

to other vibrations. 2D IR spectra of a series of peptide isotopologues are compared

with calculated spectra for atomistic structural assignments.

Trpzip2 (TZ2) is a 12 residue peptide that forms a stable anti-parallel 0 hairpin

in water (sequence SWTWENGKWTWK, diagrammed in Figure 5-1). Since it is

one of the smallest models for an anti-parallel 3 sheet, it has attracted significant

attention as a model system for protein folding and computation. Owing to its small

size, it has also become a test system for calculations of amide I spectra. Trpzip2 is a

non-native peptide that was designed by Cochran, et al. 16 6 The tripzip peptides were

engineered with four tryptophan residues arranged with two side chains on each of

the opposing / strands that lead to a remarkably stable system through the favorable

perpendicular stacking of the indole rings. Often, folding of this peptide is described

within the framework of a two-state folding model, although its validity and the
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nature of the two states is unclear. To obtain residue-level structural insight in the

thermal denaturation of TZ2, amide I 2D IR was used in combination with C and

180 isotope labels, which red shift the amide I vibrational frequency away from the

main band. Four isotopologues were used to probe cross-strand contacts and isolate

peptide units in the turn (K8), termini (Si), and central region of the peptide (TI

and T3T1O).

N 2

SH H-
H2NOC

Figure 5-1: Sequence, backbone structure, and isotope labeling sites for trpzip2 ex-

periments.

5.1 Isotope Labeling Experiments

Experimental details for the synthesis and spectroscopy of the isotope labeled TZ2

peptides appear in the full manuscript.167 The NMR structure of the native state

of TZ2 shows a tightly folded, single secondary structural conformation. From these

results, it would be expected that any isotope label in the peptide would yield a single,

shifted peak whose central value would reflect the intrinsic frequency of the labeled

oscillator and an additional ~ 40 cm-1 redshift. Figure 5-2 shows 2D IR spectra TZ2

isotopologues with labels at positions K8, TI, and T3/T1O. Several features were

observed in these spectra that defied a simple analysis. The most surprising spectrum

was that of K8 whose single isotope label produced two isotope shifted peaks (1 and

2). The dual labelled peptide, T3/T1O, showed a single peak. In contrast, the TI
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peptide showed no distinct peak. How should these features be assigned to learn

about the conformational heterogeneity of TZ2?

KS TIO T3T10

0

0

('J

9
1590 1610 1630 1600 1620 1640 1590 1610 1630

01 /27C (Cm~1 )

Figure 5-2: 2D JR spectra of trpzip2 isotopologues focusing on the isotope-shifted
peaks.

Empirical observations 68 and DFT calculations1 2 3 suggest that the intrinsic fre-

quency of an amide I oscillator is mostly sensitive to the local hydrogen bonding

environment. Interpreting the TZ2 isotope-labeling experiments in light of this ev-

idence would suggest that the two peaks in the K8 spectrum arise from different

hydrogen bonding environments. Similarly, if the frequency of the T1O oscillator was

higher or lower than expected, the isotope labeling may not produce a clear peak.

However, these interpretations are not trivial because the amide I site energy is also

sensitive to the dihedral angles of the peptide and a coupling-induced shift cannot

be ruled out for any of these experiments. The isotope-labeling experiments on TZ2

were assigned by drawing upon the expansive, 3.23 ps simulations of Pitera et al. 169

and the Markov state decomposition of Chodera et al.170
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5.2 Modeling Trpzip2 Spectroscopy using Hidden

Markov Model Macrostates

The 2D IR spectra were simulated using five kinetically metastable macrostates from

the 40 Markov states identified.' 70 Each macrostate was comprised of 30 structurally

related microstates with atomistic coordinates. Each structural model was subjected

to ~ 5000 steps of a steepest descent energy minimization to conform to the OPLS/AA

force field using the particle mesh Ewald method to treat long-range electrostatics.

The peptides were solvated in a box of rigid SPC/E water that extended 1.5 nm from

the solute, and the water was allowed to equilibrate for 10 ps in the NPT ensemble

(300 K, 1 atm) while the peptide was fixed. The simulation was continued with no

constraints, except on the bond lengths, for 1 ns of equilibration and 100 ps of data

acquisition. Structures were saved every 20 fs to yield 5000 frame trajectories.

The 40 TZ2 Markov states are grouped by patterns in backbone hydrogen bonds

and side chain packing. Because amide I spectra are most sensitive to differences in

secondary structure contacts, the five chosen Markov states survey different backbone

structural conformations of TZ2:

" Folded (FO, 250851) is a well-ordered ensemble that has an average of four

backbone hydrogen bonds, which correspond to those in the NMR structure. 166

The Si, T3, K8, and T1O carbonyls are all oriented for cross strand hydrogen

bonds, and all four tryptophan side chains are packed to one face of the peptide.

* Bulged Turn (BT, 214369) is a compact coiled structure with a well-solvated,

bulged turn region and an average of one cross-strand hydrogen bond that

appears near the strand termini. This state contains S1, T3, K8 and T1O

peptide carbonyls that are solvent exposed, and tryptophan side chains make

rare contacts.

* Disordered (SR, 271154) is a disordered ensemble whose common feature is a

bulged turn and an average of one backbone hydrogen bond with a misaligned

registry near the C terminus. Tryptophans are poorly organized.
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" Frayed (FR, 11131) has a compact, properly formed type I' turn region with

an average of two backbone hydrogen bonds, but disordered strand termini.

The T3 and T1O are oriented toward the opposite strand, and tryptophan side

chains are disordered.

" Extended Disorder (ED, 64336) is an extended and well-solvated state with

substantial disorder and rare backbone hydrogen bonds.

Here the number identifying each state refers to the designation in supplementary

materials to the work of Chodera et al. 170

For each frame, a Hamiltonian was calculated as described in 4.2, using previously

described models for the amide I frequencies and coupling values.1 2 '1 71 The isotope-

labeled sites were given a 41 cm- 1 redshift to correct for systematic errors in the site

energy model. The 2D IR spectra were calculated using the numerical integration of

the Schr6dinger equation (NISE) scheme. 172'173 In this procedure the time-evolution

matrices needed in the nonlinear response functions that govern the 2D IR spectra are

calculated by solving the time-dependent Schr6dinger equation using Equations 3.18

and 3.17. The resulting spectra were summed over each structure in the macrostate

to produce spectra that reflected the disordered ensembles.

5.2.1 Time-Correlation Methods vs. Static Averaging Meth-

ods for Calculating 2D IR Spectra

The trpzip2 simulations in this chapter were calculated by numerical integration of

the Schr6dinger equation. It is instructive to compare these calculations to simplified

versions, assuming that the amide I energy gap correlation functions take a simple

exponential form. The frequency domain manifestation of this assumption is that

the 2D IR spectrum will be composed of two-dimensional Lorentzian bands, as de-

scribed by Equations 3.19 and 3.20. Figure 4-1 in Chapter ?? shows an example

demonstrating that the inhomogeneous lineshapes observed in amide I 2D IR spectra

of proteins cannot be reproduced with any one static structure. The FTIR spectra

alone are misleading because inhomogeneity causes correlated frequency shifts that
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cause clear diagonal elongation in 2D JR spectra; the FTIR spectra are not sensitive

to this effect.

In the static averaging method, inhomogeneous broadening arises primarily from

averaging the 2D IR spectra from a distribution of structures. Figure 5-3 shows a

comparison between this method of introducing inhomogeneity and the more accurate

method of numerically integrating the Schr6dinger equation. In all of the static

average spectra, the diagonal line width is much broader than the NISE spectra. If a

line width of 10 cm- 1 is chosen, the antidiagonal width is too narrow. A line width of

15 cm- 1 better approximates the aspect ratio between the diagonal and antidiagonal

widths, but the spectrum is much too broad and the higher frequency peak cannot be

resolved. The overlay allows for a frequency-dependent comparison of the line widths.

Numerical Overlay
Static Average Static Average Integration of Nonadiabatic/

y=10 cm-1  y=15 cm-1 Schrddinger Static Average
Equation y=15 cm-1

1700-

U 1650- ---

S1600

1650 1700 1650 1700 1650 1700 1650 1700

m, /2nc (cm )

Figure 5-3: Comparison between numerical integration of the Schrodinger equation
and static average methods for calculating 2D IR spectra. 2D IR spectra are plotted
for the trpzip2 bulged Markov state (BT) using the static averaging method with
different values of the Lorentzian linewidth parameter, y, and the NISE method.

5.3 Results for Trpzip2

Simple comparisons to the experiment can be drawn by inspecting the site energy

distributions. Figure 5-4 shows histograms of the site energies for each amide I oscil-

lator separated by the Markov state. It can clearly be seen that site 8, corresponding

to isotope label K8, displays at least two different distributions: (1) a narrower (30
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cm-' full width half max) one peaked at 1631 cm- 1 for the the native-like and frayed,

and (2) a disordered and extended disordered states (42 cm- 1 full width half max)

that is peaked at 1625 cm- 1. In contrast, oscillators such as site 6 show almost no

sensitivity to the differences between the Markov states. This observation supports

the hypothesis that two different environments exist for the K8 label since the site

energy distributions naturally do not include any coupling, although the experimen-

tal splitting between the peaks is 18 cm-'. Moreover, site 1 peaks at a higher energy

(1645 cm- 1) than any of the other experimentally probed sites (T3- 1636 cm-1, T10-

1635 cm- 1 ), which may explain why the isotope label did not provide a sufficient

enough shift to produce a distinct peak. Calculations of this type can guide the

choice of isotope label (saving weeks of labor) by allowing sites to be chosen that can

provide clear evidence in favor or against structural models. Figure 5-5 also shows
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Figure 5-4: Histograms of the site energies for each trpzip2 site separated by the five
different Markov states.

that amide I site energies can be correlated with the number of hydrogen bonds (HB).

The local electric field and dihedral angles to neighboring residues are inputs to the
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amide I site energy model; since HBs are largely electrostatic, amide I site energies

are parametrically dependent on hydrogen bonding. The hydrogen bonding criteria

was rx...o < 4.5Aand 0X...HO < 35'. Each site was found to display this correlation,

although an HB to an amide carbonyl proton or to water was found to produce the

same shift. When fully solvated by water, the amide carbonyl has the ability to form

multiple hydrogen bonds, which gives a larger average red shift. From analysis of

both types of HBs, it was observed that on average, one HB leads to an 11 cm-1

red shift, however the dispersion in this relationship (- = 25 cm- 1) leads only to a

modest correlation (p = -0.50). These results can be compared with the results of ab

initio calculations on isolated clusters, which reveal a 20 cm-1 red-shift for each HB

to oxygen and an additional 10 cm- 1 red shift for hydrogen bonds donated by the

peptide N-H. 1 4

The calculated TZ2 2D IR spectra appear in Fig 5-6 for the five chosen Markov

states. The corresponding FT IR spectra appear in Figure 5-8. In general, there

are qualitative similarities between several of the experimental and simulated spec-

tra, which are discussed in terms of peak positions, amplitudes, and linewidths and

lineshapes. The simulated 2D IR spectra of the unlabeled peptide for FO, BT, and

FR conformers each display two diagonal peaks and Z-shaped contours that resemble

the experiment at low temperatures. For the disordered SR state, two bands are also

resolved although in this case, the high-frequency band carries most of the intensity.

For the disordered ED state, the amide I band has little structure and reflects the

diagonally stretched resonance of an inhomogeneous lineshape.

The simulated 2D IR spectra were used to assign the two isotope-shifted peaks

of TZ2-K8 as peptides with two different turn conformations. Each of the five K8

simulations give rise to one resonance for the labeled site, although the peak position

and linewidth is correlated with its solvent exposure. In the FO and FR states, the

carbonyl oxygen of the K8 amide group forms a cross-strand hydrogen bond with the

W4 amide proton, as expected for a type I' 3 turn. In their calculated spectra, the VK8

peak is split from the amide I maximum by 25-30 cm- 1, and the diagonal linewidth

is a compact 5-6 cm- 1. In addition, a distinct cross peak is observed between the
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Figure 5-5: Histograms of the site energies for each trpzip2 site
number of hydrogen bonds.
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separated by the

VK8 and v 1 bands in the calculated spectra for these states. In each of the other

structures (SR, BT, and ED) the K8 oxygen is more exposed to water with a higher

variance in the number of hydrogen bonds formed. In these spectra, the splitting

between vK8 and v I is 30-36 cm- 1 and the labeled resonance has a distinctly broader

diagonal linewidth (10-14 cm-1) compared to the FO and FR states. The calculated

BT spectrum shows the largest shift and linewidth.

The observed differences can be attributed to variation in hydrogen bonding to

the K8 carbonyl. Fully solvated carbonyls will on average participate in two hydrogen

bonds to water, as opposed to one cross-strand hydrogen bond in the case of properly

folded 0 turns. For the K8 carbonyl, each hydrogen bond contributes to an average
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Figure 5-6: Calculated 2D IR spectra of trpzip2 and isotopologues for five different
Markov states.

16 cm- 1 red shift in amide I frequency; however, the correlation between hydrogen

bond number and red-shift is mild (p = -0.53). Therefore, the solvent-exposed K8

conformers should exhibit an additional red shift relative to FO, but the conforma-
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Figure 5-7: FT IR and FT IR difference spectra of trpzip2 isotopologues. Equilibrium
FTIR spectra are shown for each TZ2 isotopologue at 250C and pH = 2.5. Each

spectrum is baseline corrected with a linear subtraction, and area normalized for

comparison. Difference data (bottom) are obtained by subtracting the unlabeled
spectrum (TZ2-UL) from each of the spectra. The S1 difference spectra is presented

at 2x magnification for clarity. Arrows have been drawn to emphasize the isotope
labelled peaks.

tional disorder and fluctuations in peptide backbone and water hydrogen bonds will

also lead to a larger inhomogeneous width. Based on these observations, it was con-

cluded that the vK8-1 peak represents peptides with non-native turns, and the higher

frequency, VK8-2 peak reports on structures with native type I' 0 turns.

The T1O peptide carbonyl adopts a variety of conformations in the Markov states

simulated. In the case of the FO and FR states it is oriented for a cross-strand

hydrogen bond, for BT it is entirely solvent exposed, and for SR and ED it samples

a variety of configurations. The conformers with a solvent-exposed T1O carbonyl

give rise to a structured excitonic spectrum and a red-shifted and spectrally distinct

139



Folded (FO)

Bulged (BT)

Disordered (SR)

Frayed (FR)

Extended
Disordered (ED)

FT IR Spectra FT IR Difference Spectra

-0.2,
0

0.5 -02VI~~ 0.2

0.

0 -0.4
1 0.2 777
0100

0.0
15019.3 65, 1 0 . 5019263 6510

0/n c ~) /n c 4

Figure 5-8: Calculated trpzip2 FT JR and FT IR Difference Spectra. The difference
spectra are relative to the unlabeled peptide for each Markov state.

T1O peak; internally hydrogen bound T1O sites produce a peak merged with the

excitonic band, which was observed in the experiment. For the SR and ED states, the

intensity of the labeled transition is greatly diminished over the intense band seen in

the completely water-exposed state. Of all simulations, the FR state corresponds best

to the low temperature experimental spectra. These observations demonstrate that

the T1O experimental spectra provide evidence of a T1O carbonyl that participates in

a single cross-strand hydrogen bond over the temperature range sampled.

For 2D simulations of TT (T3T1O), all conformers except ED have a resolvable

red-shifted peak arising from the TT label. In the case of the disordered states (SR

and ED), there is little change in the spectrum between the TI and TT simulations,

which reflects the limited correlation between the positions of their T3 and T10

peptide units. For the FO and FR conformers, which have close T3-T10 contacts,

a distinct VTT peak is observed although the T1O spectrum showed no distinct T1O

isotope-shifted feature. This is a result of the additional red-shift of the VTT band

as a result of T3-T10 amide I coupling, which varies between 6-7 cm- 1 for the FO
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conformers and leads to a vZTT -i splitting of >30 cm- 1. Comparing the T1O and TT

2D spectra for the BT state shows few differences besides additional inhomogeneous

broadening of the VTT transition. Each of the simulated spectra containing proximal

T3 and T1O sites bear similarity to the experimental spectra, but those that compare

favourably to calculated T10 and TT spectra are FR and FO. Finally, it was noted

that the intensity of the simulated VTT feature scales with the strength of coupling

between the two threonine sites. From these observations, it can be concluded that

contacts between strands in the central region of the peptide exist throughout the

temperature range studied. It is also concluded that out-of-registry structure is not

significantly populated in the equilibrium conditions observed here.

Simulations of the S1 spectrum were used to address the lack of distinct peak for

the "0 isotope label, and the shifts in intensity and lineshape seen in FTIR and 2D

IR spectra. In general, for the Markov states studied, the S1 site is protected from

solvent, because the serine side chain and terminal -NH3+ both prefer to be oriented

to solvent, and because tryptophan side chains interfere with water penetration to the

S1 carbonyl. Thus, the S1 site energies are generally high regardless of conformation.

The FO state has many intact Si-W11 hydrogen bonds, the SR has S1 carbonyls that

experience a range of solvent and side chain environments, and the FR is the most

solvent exposed.

The experimental (Si-UL) FTIR difference spectrum (Figure 5-7) indicates that

intensity is lost at 1675 cm-1 and 1640 cm- 1 upon S1 labeling. Simulations of this

spectrum for various conformers show that this characteristic double peak loss feature

matches those observed in the FO state, whereas other states show a single loss feature

(Figure 5-8). Cross-strand hydrogen bonding between the S1 and W11 in the FO state

leads to strong coupling across the # strand and a low frequency viL-like mode which

is decoupled from the rest of the band and shifts upon 10 isotope labeling. However,

the high frequency loss features in FTIR and 2D IR are also present in BT, SR,

and FR, which have high site energies and weak coupling to the remaining peptide

units. 180 labeling shifts the S1 vibrational frequency for each system from very high

energies ( 1700 cm-1) in the unlabeled spectrum to frequencies just to the blue of the
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vI. The distribution of SI configurations available in these conformers suggests that

the S1 site is generally disordered at all temperatures.

5.4 Conclusions

The picture that emerges from these data provides a detailed view of a heterogeneous

thermal fraying process. At 25 'C, roughly 60% of the conformers retain the type

of cross-strand contacts seen in the NMR structure, whereas others have mid-strand

hydrogen bonding contacts and a bulged loop. The temperature-dependent experi-

ments indicate that central contacts remain within TZ2 and no idealized, unfolded

state with a fully solvated backbone is observed. These simulations indicate that

the native TZ2 state is heterogeneous, and therefore, that the folding must also be

heterogenous.

From a modeling perspective, the trpzip2 calculations demonstrate the power of

combining atomic-level simulations with 2D IR spectroscopy. The current level of

theoretical sophistication provides enough accuracy to assign frequency trends to

variations in conformation and solvent exposure. Once the assignment is made, the

simulation can be interpreted in far more detail than experiments currently afford, es-

pecially to quantify the structure of water around peptides. For TZ2, more expansive

simulations of the entire set of Markov states may be used to try to quantitatively

reproduce the IR spectra, and be used to predict the spectral changes resulting from

temperature jumps.
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Chapter 6

Transient Two-Dimensional

Spectroscopy of Ubiquitin

Unfolding: A Comparison of

Dynamics from Experiment and

MD Simulation

6.1 Introduction

Transient two-dimensional infrared (2D IR) spectroscopy is used as a probe of protein

unfolding dynamics in a direct comparison of fast unfolding experiments with molec-

ular dynamics simulations. In the experiments, the unfolding of ubiquitin is initiated

by a laser temperature jump, and protein structural evolution from nanoseconds to

milliseconds is probed using amide I 2D IR spectroscopy. The temperature jump pre-

pares a subensemble near the unfolding transition state, leading to quasi-barrierless

unfolding (the burst phase) before the millisecond activated unfolding kinetics. The

burst phase unfolding of ubiquitin is characterized by a loss of the coupling between

vibrations of the -sheet, a process that manifests itself in the 2D IR spectrum as
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a frequency blue-shift and intensity decrease of the diagonal and cross-peaks of the

sheet's two IR active modes. As the sheet unfolds, increased fluctuations and solvent

exposure of the -sheet amide groups are also characterized by increases in homoge-

neous linewidth. Experimental spectra are compared with 2D IR spectra calculated

from the time-evolving structures in a molecular dynamics simulation of ubiquitin un-

folding. Unfolding is described as a sequential loss of strands in ubiquitin's /-sheet,

using two collective coordinates of the sheet: (i) the native interstrand contacts be-

tween adjacent /-strands I and II and (ii) the remaining /-strand contacts within the

sheet. The methods used illustrate the general principles by which 2D IR spectroscopy

can be used for detailed dynamical comparisons of experiment and simulation.

From one perspective, protein folding is a chemical dynamics problem concerning

a description of the interplay of noncovalent interactions that involve the protein and

surrounding solvent and exploration of the configurational space that leads to forma-

tion of the native structure. Although individually these interactions act on short

time and distance scales, collectively they result in nanometer-scale conformational

changes observed over time scales from picoseconds to seconds. The vast range of

length and time scales, and the collective nature of folding coordinates, ensure that

no single technique can time-resolve all relevant structural changes in solution175 -177.

Most experimental methods favor either temporal or structural resolution and are

limited to characterizing folding rates (kinetics) rather than mechanism (dynamics).

From a computational approach, molecular dynamics (MD) simulations offer detailed

dynamical information at atomic resolution for single molecules. 178 Yet, simulation

of folding is also challenged by the microsecond or longer time scales required, the

need for extensive sampling of the ensemble, and only indirect experimental bench-

marks. These challenges have spurred an interest in comparison between experi-

ment and simulation that builds on their combined strengths to address mechanistic

questions.179,180

As an ultrafast vibrational spectroscopy that probes transient molecular structure

in solution, two-dimensional infrared (2D IR) spectroscopy provides an avenue to di-

rectly reveal protein folding dynamics. 2D IR spectroscopy achieves its time resolution
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through the use of femtosecond mid-IR pulse sequences and its structural informa-

tion by probing vibrational couplings.5, 133, 8 1 It is now being used in several contexts

to characterize the structure and dynamics of proteins and peptides, 2,5 5 ,73,128,182,183

including unfolding.3, 25,6 5 ,86 The target in the majority of these studies is amide I

spectroscopy of the polypeptide backbone. Despite lacking atomic resolution, amide I

IR spectroscopy is appealing because changes in peak positions and spectral lineshape

reflect variations in protein secondary structures. 67 In addition, models to calculate

amide I spectra have advanced to the point where it is feasible to directly connect

amide I 2D IR spectra with structure.8, 127,128,133,173 Thus, it becomes possible to per-

form transient 2D IR spectroscopy of protein folding in silico, using MD simulation to

interpret the underlying mechanism of unfolding within the framework of experimen-

tally constrained time scales and structural changes. Here we present such a method

of revealing dynamics in experiments, characterizing how ubiquitin unfolds after a

temperature jump (T-jump) and drawing on MD computer simulations to assist in

the detailed dynamical interpretation.

Transient folding studies are a common experimental approach to time-dependent

studies of protein folding, 176, 184-186 but most experiments characterize kinetics: the

rates of crossing between stable minima on a free-energy surface. What has always

been desirable, but difficult to achieve, is to describe dynamics: a direct, time-

dependent characterization of molecular structure. Observation of dynamics in ex-

periments is typically hindered by barriers along the reaction coordinate. However,

there is now evidence that fast-folding experiments initiated with a T-jump can shift

equilibrium conditions in such a way that a nonequilibrium state is prepared at or

near the folding transition state.21, 22 These downhill unfolding experiments work in

a diffusive regime with barriers of ~kT and show nanosecond-to-microsecond time

scale nonexponential relaxation.185

Our interpretation of a downhill unfolding experiment is shown by the free-energy

profiles in Fig. 6-1. At the initial temperature, equilibrium exists between a folded

state and an unfolded state. The abrupt T-jump shifts the barrier and free-energy

profile along the observed unfolding coordinate by an amount that depends on the
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degree of disorder in the native state. A fraction of the originally folded population

is trapped near the new unfolding transition state. This subensemble unfolds in

a quasi-barrierless manner, whereas the majority of the population equilibrates at

the new temperature by longer-time activated barrier crossing. The fast response of

this transient subensemble appears as the burst phase signal in conventional protein-

folding kinetics. With sufficient time resolution, a structure-sensitive probe such

as 2D IR provides an opportunity to describe unfolding dynamics by watching the

downhill process, which is temporally isolated from the slower unfolding kinetics. 187

P(t<O)
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Fu 6A) Downhill
(Burst phase, n t so)

i bTtump B) Barrier crossing
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Figure 6-1: Downhill unfolding dynamics. A T-jump induces a barrier shift toward

the folded state. A subensemble is trapped at the shifted transition state and unfolds
in a downhill manner on the nanosecond-microsecond time scale (A). The downhill

unfolding appears as a burst phase in experiments with millisecond time resolution.

Subsequently, the excess population in the folded well unfolds across the barrier,
which results in a millisecond exponential relaxation (B3). The dotted vertical lines

indicate barrier positions before and after the T-jump.

In the following, we track the unfolding of ubiquitin from nanosecond to millisec-

ond time scales with 2D IR spectroscopy, to structurally characterize the burst phase

and the slow unfolding kinetics. The experiments probe two vibrational modes of
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ubiquitin's #-sheet and the random coil region. Spectral changes can be interpreted

as a sequential unfolding of strands within the sheet, ending with the strand I-II

hairpin. (The structure of ubiquitin and a 2D representation of the contacts between

strands of the sheet are presented in Fig. 6-2.) The detailed picture emerges from

comparison with MD simulation. We demonstrate this by using a spectroscopic model

to calculate transient 2D IR spectra from a T-jump unfolding simulation of ubiqui-

tin, which we use to interpret the collective frequency shifts and intensity changes

observed in the experimental data. This method provides a general approach to

dynamical interpretations of folding experiments and testing of folding simulations.
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Figure 6-2: Structure of ubiquitin. (a) Crystal structure of ubiquitin9 rendered with

MOLMOL. 10 (b) Projection of the /-sheet of ubiquitin. A square box with a digit

n represents a peptide group formed by residues n and n + 1. Red and purple lines

indicate native contacts used in calculating the interstrand distance coordinates R1

and R2, respectively, in Fig. ??.

6.2 Materials and Methods

6.2.1 2D IR Spectroscopy

For equilibrium and transient measurements, we used Fourier transform 2D IR spec-

troscopy employing 90-fs mid-IR pulses resonant with the amide I vibrational band

(A= 6 pm; FWHM, 160 cm-'). Details of how we perform equilibrium Fourier trans-

form 2D IR spectroscopy are given elsewhere.5 Briefly, the third-order nonlinear signal

from which the 2D JR spectrum is derived is obtained from three sequential pulses

(a, b, and c in Fig. 6-3), which are crossed in and focused to a 100-ym-diameter

spot at the sample and delayed with respect to each other by time intervals t1, t2 ,
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and t3 . The nonlinear polarization generated by these pulses emits a signal into

the wave-vector matched direction (ks = -ka + kb + kc). The third-order signal is

combined with the LO on either side of a 50:50 beam splitter, yielding two matched

pairs of combined fields with a ir phase shift between them. Each pair of fields is

dispersed by a monochromator and imaged onto one stripe of a dual-stripe mercury-

cadmium-telluride (MCT) array detector (2x64). Balanced detection is performed

by subtracting signals on the lower stripe from those on the upper stripe to obtain

heterodyned components and to minimize the baseline fluctuation by removing the

LO intensity and the homodyne echo signal. 188,189

ks=-ka+kb+kc

b a
Sample

L Oc
T-jump

Figure 6-3: Beam alignment and data processing for transient 2D IR spectroscopy.

Alignment of beams in the sample region (a). The LO is vertically displaced by 100
pm from the other three beams (a, b, and c) that generate the third-order signal.

The array disperses the heterodyned signal into the W3 dimension of the spectrum.

The heterodyned signal is collected as a function of ti, the delay between the first

and second 6-tm pulses. Numerical Fourier transformation with respect to ti results

in the w1 dimension. We obtain the complex 2D IR correlation spectrum by summing

the rephasing (kR= -k 1 + k 2 + k3 ) and nonrephasing (kNR = k1 - k2 + k3 )

spectra (4). Here we present the absorptive or real part of the correlation spectrum

, as described previously.5 Both the equilibrium and transient 2D IR spectra were
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obtained by undersampling in the ti dimension with a step of 14 fs from 0 to 2.1

ps and 0 to 1.2 ps for rephasing and nonrephasing spectra, respectively. The actual

frequency wi is obtained by reflecting the transformed frequency (Wi) to the Nyquist

frequency (WN) as w1 = 2 WN - wlu. The combination of balanced detection and

undersampling provides the needed improvement in data acquisition time for T-jump

measurements. All beams have polarizations controlled with wire-grid polarizers,

allowing parallel (ZZZZ) and perpendicular (ZZYY) spectra to be acquired.

6.2.2 Transient 2D IR spectroscopy

Here we provide a summary of the methods necessary to surmount three technical

challenges to obtain the transient data: (i) synchronization of the high-energy 20-

Hz nanosecond T-jump laser with the 1-kHz 2D IR femtosecond laser system, (ii)

acquisition of interferometric measurements through a T-jumped sample region, and

(iii) signal-to-noise improvements to overcome the reduced repetition rate for data

acquisition (described above). Full experimental details and technical challenges of

the T-jump 2D IR spectrometer required for these measurements were be published

by Chung et al.190

6.2.3 Temperature Jump Synchronization

For transient 2D IR spectroscopy, changes in the 2D IR spectrum are monitored after

the preparation of a nonequilibrium state by an abrupt T-jump. A 7-ns T-jump laser

pulse (A= 2 pm, 4.2 mJ) is obtained from a beta barium borate (BBO)-based optical

parametric oscillator (OPO) pumped by the second harmonic of a 20-Hz, Q-switched

Nd:YAG laser and focused to 500 pm in the sample. Weak absorption of the T-jump

pulse by O-D overtone stretching vibrations of water raises the temperature by 90

from T to Tf on the same timescale of the T-jump pulse duration. The transient

temperature profile is characterized by the small change of solvent transmission at

6 pm. The temperature remains constant at Tf from 10 ns to ~ 100 ms and then

re-equilibrates to T by 10 ms (see Fig. 6-6f).
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Synchronization between the mid-IR probe pulses and the T-jump pulse relies on

subsequent division of the 82-MHz photodiode signal from the Ti:sapphire oscillator

pulse train to 1 kHz and 20 Hz, respectively. For each T-jump pulse, 50 mid-IR pulses

probe the sample at 1-ms intervals. The delay, t, between the T-jump pulse and the

first probe pulse is controlled electronically between 10 ns and 1 ins. The 49 following

probe pulses detect millisecond structural changes, leading to the ability to probe time

delays between 100 ns and 50 ms. In this paper, we display the transient difference

correlation spectrum, AS = 5'(T, T) - 56 (Ti), between the transient response and

a reference spectrum at the initial temperature T, which, in practice, is obtained

from the mid-IR pulse preceding the T-jump. To maximize signal strength, transient

spectra were acquired in the parallel (ZZZZ) polarization geometry.

For T-jump measurements, to keep the relative phase between the LO and the

third-order signal constant at the T-jump point in the sample, the LO is sent through

the same region as the other beams. However, to avoid pump-probe signals from the

LO, it is vertically displaced by 100 pm from the focal spot of the other three beams

(see Fig. 6-3). Because the focal spot size of the T-jump laser (500 Pm in diameter)

is much bigger than that of the 6-pm beams (100 pm in diameter), the temperature

at the two spots is similar and the relative phase between the LO and the third order

signal does not change.

6.2.4 Sample Preparation

Ubiquitin was purchased from Sigma Aldrich (U6253; St. Louis, MO). The concentra-

tion of the ubiquitin sample was 30 mg/ml in 0.35% (wt/wt) DCl/D20 solution (pH*

~ 1). The solution was placed between two CaF2 windows separated by a 50-pm-thick

Teflon spacer. The windows are mounted in a brass sample cell, whose temperature

was controlled at T to +0.10 C with a circulating water bath. IR spectroscopy of the

sample reveals a sigmoidal unfolding curve with a melting temperature of 64.0 0 C.
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6.2.5 Simulating 2D IR Spectra

Our calculations of 2D JR spectra require two elements: (i) an atomistic molecu-

lar dynamics simulation with explicit water and (ii) a structure-based spectroscopic

model that draws on the simulation trajectory to model 2D IR spectra. We use a MD

simulation of ubiquitin unfolding following an instantaneous T-jump from the crystal

structure to 498 K, which was originally presented as trajectory D2 by Alonso et

al." 0 The 1.6-ns trajectory was provided by Valerie Daggett (Department of Medic-

inal Chemistry, University of Washington, Seattle, WA), with snapshots of the pro-

tein structure sampled at 1 ps. Although the trajectory was supplied without water

molecules, structures were resolvated for spectral calculations because the solvent is

important for reproducing the spectra.

MD Simulations

The ubiquitin unfolding trajectory was obtained with atomic coordinates for the pro-

tein. Protein snapshots were resolvated by inserting them into cubic boxes of equili-

brated SPC/E D20 encasing the protein at least 10 A in each direction and removing

solvent molecules closer than 2.2 A. This resulted in 5,000-7,000 water molecules. Al-

though the denaturation simulation was performed at low pH, resolvation was done

at neutral protein charge to eliminate the slow counterion diffusion degrees of free-

dom. By using the CHARMM 30b1 package and the CHARMM22 force field, the

system was energy-minimized with steepest descents and cubic periodic boundaries

for 500 steps, during which the protein was constrained in space with a 24-kcal/mol

A2 harmonic restoring force. Particle mesh Ewald sums with k = 0.32 were used for

the electrostatic energies. Van der Waals interactions were shifted to truncation at

14 A. With all bond lengths fixed using the SHAKE algorithm, the water was then

allowed to equilibrate around the fixed protein structure during 10 ps of dynamics

with a 2-fs time step in the NPT ensemble at 300 K and 1 atm. 20-ps trajectories

sampling dynamics were run, for which structures were saved each 50 fs and used to

calculate spectra.
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Spectral Modeling

Because IR spectroscopy characterizes vibrational eigenstates, a model is required

in order to translate the atomistic structure into 2D IR spectra. We use a local

amide Hamiltonian (LAH) model that is widely used to describe amide I spectroscopy

of proteins and peptides. 73,10 5 , 133 The model assigns a local-mode Hamiltonian on

the basis of the protein's peptide units, which contains local-mode frequencies (site

energies) and vibrational couplings (through-bond and through-space). The LAH is

diagonalized and used to obtain transition dipole eigenvectors and energy eigenvalues

for the system, which can then be used to calculate experimental observables from a

response function.8

Considering only the vibrational subspace of amide I vibrations, each structure

from the simulation was used to generate a local amide Hamiltonian. Amide I site en-

ergies are sensitive to CO and NH hydrogen bonding and are parameterized through

linear correlation coefficients between the amide I energy and the electrostatic poten-

tial originating in the surrounding protein and solvent. We used the four-site model

of Bour and Keiderlings2 3 (sampled at Ca, C, 0, and N atomic sites), which we have

referred to as "Keiderling4" 8 . Coupling elements between these sites depend on their

distance and relative orientation. 17 1 Through-bond coupling is assigned from an ab

initio calculated (4,4') map that builds in through-bond coupling. Through-space

couplings use the electrostatic, transition charge model. A local transition dipole is

also set for each site and, after diagonalization, mix to form the eigenstate transition

dipole for each corresponding energy. The Hamiltonian is also scaled and anharmon-

ically shifted to provide two-quantum energies and generate two-quantum transition

dipoles. With these parameters, a 2D IR spectrum is calculated for each structure

snapshot, assuming Lorentzian lineshapes (y = 10 cm- 1 ) for perpendicular (ZZYY)

polarization. Realistic, inhomogeneous lineshapes are generated by assuming the

static limit and summing 100 2D IR spectra with different solvent configurations for

each protein structure. Protein conformational variation in each region is accounted

for by summing spectra from different snapshots, as follows: A (0, 70, 114 ps), B
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(150, 160, 168, 169, 170 ps), C (179, 186, 190, 200, 286 ps), D (315, 400, 424, 510,

511, 512 ps), E (523, 524, 525 ps).

A significant distinction from the experimental difference spectra is that the sim-

ulated transient spectra only reflect the unfolding dynamics and do not include the

signal changes resulting from the transmission change of the D20 solvent.

6.3 Experimental Results and Discussion

6.3.1 Equilibrium Measurements

The 2D IR spectrum correlates the frequency of initial vibrational excitation (wi)

with a final detection frequency (W3). The frequencies of diagonal peaks can be

assigned to chemically distinct vibrational modes. The presence and splitting of cross-

peaks characterizes the anharmonic coupling of the vibrations and helps decompose

congested spectra. We concentrate on the diagonal and cross-peaks between two

vibrational bands of /-sheets (v1 and vii), whose individual amide oscillators vibrate

in-phase perpendicular or parallel to the /-strands, respectively.3, 1 2,70,86 The splitting

between these modes and the frequency of vj in particular are indicators of the size

of the folded /-sheet 70 and provide an important signature in transient experiments.

Fig. 6-4 shows equilibrium 2D IR spectra taken at 63 and 720 C, the initial and

final temperatures of the T-jump experiment. Absorptive spectra were acquired with

parallel (ZZZZ) and perpendicular (ZZYY) probing polarizations. For ubiquitin, the

v 1 and vil /-sheet modes are observed on the red (1642 cm- 1 ) and blue (1676 cm- 1)

sides of the amide I spectrum. At 63' C, these two transitions are not clearly resolved

because of inhomogeneous broadening but appear as a broad diagonal peak both for

the fundamental transition (v = 0-*1, positive) and for the overtone transition (v

= 1->2, negative). The overtone transition lies below the fundamental along the W3

axis because of the anharmonicity of the vibrational potential. Because the v, and

v~i modes have nearly orthogonal transition moments, the cross-peaks are small in

the parallel polarization geometry but are enhanced and form a cross-peak ridge in
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the upper left corner (purple arrow) in the perpendicular polarization geometry. Loss

of negative intensity (a positive change) in the lower right corner (green arrow) also

indicates the presence of a positive cross-peak in this region. The overall Z-shape of

the perpendicular spectrum, which arises from interference effects between vi and vj1

diagonal and cross-peaks, is a characteristic signature of the /-sheet structure. 2

V V V v 72 0C -63 0C

(b)

,1700 0

1650

3 160063C7*

C.2)

1600 1650 1700 1600 1650 1700 1600 1650 1700

(9,/2nc (cm-1)

Figure 6-4: Equilibrium thermal unfolding of ubiquitin monitored by 2D IR spec-

troscopy. Parallel (ZZZZ) (a) and perpendicular (ZZYY) (b) polarization geometries.

Spectra are normalized to the maximum of the 63 0 C spectrum. Twenty-one contours

are plotted for ±60% of the spectra at 63 and 72 C and for 15% of the difference

spectra (Right). Positive and negative peaks are indicated by red and blue. Green

and purple arrows represent cross-peaks. In the difference spectra, red and blue ar-

rows indicate the diagonal peaks on the red and blue sides of the W3 axis, respectively.

vi and v transitions are marked with lines.

As the temperature is raised, the v1 transition blue-shifts along the diagonal,

which is observed as a negative/positive doublet in the difference spectrum (marked

with red arrows in Fig. 6-4a Right and b Right). Concomitantly, in the off-diagonal

region (lower right corner), the negative/positive doublet (marked with green arrows)

appears, indicating the depletion of the v/il cross-peak intensity. These changes

indicate disruption of the -sheet. This disruption is accompanied by an increase in
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diagonal intensity in the random coil region of the amide I spectrum, VR, indicating an

increase in disordered structures that result from unfolding (blue arrow). Conversely,

in the perpendicular difference spectrum (Fig. 6-4b Right), this region is dominated by

depletion of the cross-peak intensity (purple arrow) because cross-peaks are enhanced

in this polarization geometry. The spectral features of these two difference spectra

help in the interpretation of the transient 2D JR difference spectra.

6.3.2 Transient Thermal Unfolding of Ubiquitin

Previously,2 5 we demonstrated that the transient unfolding response of ubiquitin can

be divided into three stages. The fastest change is observed coincident with the

nanosecond T-jump pulse as a result of increased thermal excitation of the solvent.

The second stage is the microsecond downhill unfolding of the subensemble trapped at

the unfolding transition state, as illustrated in Fig. 6-1. The last stage is millisecond

unfolding over a barrier. Transient 2D IR spectra capture these changes as described

below.

Transient 2D IR difference spectra (ZZZZ) after a T-jump from Ti = 630 C to

Tf = 720 C are shown in Fig. 6-5 for delays between T = 100 ns and 7 ms. The

maximum spectral changes observed are 2.7%. For the fastest response observed, the

T = 100 ns spectrum, the protein conformational change is small and the spectrum

is similar to those observed for a T-jump performed at low initial temperature (T =

250 C) for which the protein does not unfold (Sec 6.3.4). The difference spectrum

shows an increase in the amplitude of the broad positive and negative diagonal peaks

as a result of the small transmission increase at 6 pm on temperature elevation. The

depletion on the red side of the diagonal region (red ellipse) is attributed to the blue

shift of the sheet vibrations caused by a weakening or partial disruption of hydrogen

bonds within the sheet. This loss feature is more intense for Ti = 63' C than for

Ti = 250 C, indicating that it is not just a result of the sample density decrease.

Time-dependent spectral changes observed in the subsequent spectra are different

from those observed at Ti = 25' C and originate in unfolding of the protein. This is

apparent from the similarity between the transient difference spectrum at 7 ms and
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the equilibrium difference spectrum shown in Fig. 6-4a.

1700'' 61

E 1600
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Figure 6-5: Transient 2D IR difference spectra (ZZZZ) after a T-jump from 63 to
72'C. Transient difference spectra are plotted as a function of delay T. Twenty-one
contours are plotted at 1.5% of the maximum of the reference spectrum at Tj = 63
'C. The spectra from 1 to 7 ms are obtained from the same data set as the 100-ns
spectrum. The red ellipse in Upper Left indicates depletion on the red side of the
diagonal region.

In Fig. 6-5, distinct transient spectral changes are observed in three different spec-

tral regions: (i) the low-frequency diagonal region, (ii) the off-diagonal region for wi

> w3, and (iii) the high-frequency detection region (upper half of each spectrum). In

the low-frequency diagonal region (lower left), the amplitude of the negative/positive

doublet of the O-sheet v mode rises over microsecond-to-millisecond time scales and

shifts to the blue along the diagonal axis as a result of /-sheet unfolding. The disrup-

tion of the /-sheet can also be monitored by the cross-peak intensity in the lower right.

Although initially dominated by a negative peak originating from the D2 0 thermal

transmission increase, with increased delay the negative/positive cross-peak doublet

is formed and pushes the negative diagonal peak to the blue. For the upper half of the

transient spectrum, the changes are less dramatic. The transmission increase induces

a positive change in this region, and the increase of the random coil component by
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thermal unfolding also appears as a positive change, both of which lead primarily

to lineshape variations. The global time-dependent changes in the transient spectra

characterized through singular value decomposition (SVD) are shown in Fig. 6-6a.

The relaxation curve obtained from the first SVD component shows a gradual nonex-

ponential decay from 100 ns to 100 ps, an abrupt decay on the 2-ms time scale, and

finally a return to baseline for T > 5 ms. The final stage represents the refolding of

the protein after the temperature of the sample reequilibrates.

The short time response corresponds to a downhill unfolding path in which in-

terstrand contacts within the -sheets of a small fraction of the total population are

gradually reduced. This can be shown by using slices through the transient spectra

for wi = 1620 and 1642 cm-'. The slice at wi = 1642 cm-1 (Fig. 6-6b) shows a clear

blue shift in the diagonal peak. The difference signal of the v mode, (wi, W3 ) =

(1642, 1639), is positive initially but becomes negative with a time-dependence that

contains both the fast downhill and slower millisecond components (Fig. 6-6c). In

that slice, the off-diagonal region (wI, W3) = (1642, 1663), which is dominated by

the random coil region of the spectrum, is observed to rise gradually over the entire

unfolding period. For the slice at w1 = 1620 cm 1, the positions of the diagonal

peaks do not change but the amplitude increases slightly. However, the positive peak

initially formed in the v1 region at w3 ~ 1640 cm-1 blue-shifts with delay time on

microsecond and millisecond time scales (Fig. 6-6e). Although the shift may be the

partial result of temperature-dependent solvent transmission changes, the similarity

in the relaxation profiles (Fig. 6-6c and e) indicates that the decrease in intensity

of the v1 diagonal region is correlated with the blue shift of the vi_ assigned peak

along the shown wi = 1620 cm-1 slice as unfolding of the /-sheet proceeds. The

change in intensity indicates a decrease of amide vibrations contributing to the /-

sheet mode, whereas its blue shift may indicate a decrease in delocalization of the

/-sheet excitation and, therefore, a decrease in its folded size.
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Figure 6-6: Semilog plot of transient changes in 2D IR spectra. (a) Temporal profile
of unfolding and refolding of ubiquitin constructed from the first SVD component of
the transient difference spectra shown in Fig. 6-5. (b) Transient changes of slices at wi
- 1642 cm-1 for representative delays between T = 100 ns (blue solid line) and 7 ms

(red dashed line). (c) Relaxation profiles from w3 slices in b at w3 =1639 cm- 1 (light
blue) and 1663 cm- 1 (magenta). (d and e) Transient slices at wi = 1620 cm- 1 and
the corresponding frequency shift of the positive peak w3*. (f) Relative changes in
the antidiagonal width of the vil (light blue) and random coil (magenta) components
marked with arrows in the Inset. The normalized transient temperature relaxation
profile (black dashed line) is also shown.
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6.3.3 Line Broadening During Unfolding

Variation of the homogeneous vibrational linewidth observed in the T-jump from

Ti = 630 C can be used to characterize changes in amide group fluctuations dur-

ing the unfolding of the protein. In addition to vibrational population relaxation,

homogeneous line-broadening of amide I vibrations of proteins depends on solvent

perturbations and structural fluctuations of the protein. The correlation time of sol-

vent fluctuations, characterized through the amide I frequency correlation function for

N-methylacetamide, has been shown to be -1 ps (or 5 cm- 1 of half-width half-max

linewidth).165 In a protein, this contribution changes based on the solvent accessibil-

ity of the amide groups. Backbone fluctuations in the protein's local minimum on

a ~1-ps time scale also contribute to the homogeneous linewidth by modulating the

coupling and hydrogen bonding between amide I oscillators.

For proteins consisting of many amide I oscillators, the lineshape and linewidth of

an IR absorption spectrum strongly depend on the distribution of amide I frequencies.

Because of this broad, inhomogeneous character, the homogeneous line-broadening

cannot be independently observed in the FTIR spectrum. However, the inhomoge-

neous and homogeneous parts can be separated in the 2D lineshape through diagonal

and antidiagonal slices, respectively. 191 Thus, any changes to amide I frequency fluc-

tuations as a result of solvent exposure of those peptide units should be observed as

antidiagonal broadening.

The relative change of the homogeneous linewidth (Ar) induced by a T-jump is

defined as

SWAD)- IF(T,WAD) - (0,WAD)

F(0,WAD)

where (r (T, WAD)) is the antidiagonal linewidth (FWHM) along the slice WAD = (W1

+ W3 )/2 for the transient 2D IR spectrum at delay T. In Fig. 6-6f, time-dependent

changes of the homogeneous width are plotted for two frequency components: the vi

mode (WAD = W = 1642 cm 1) and the random coil region (WAD = WR = 1668 cm-1).

The changes in Ar, in the random coil region (WAD = WR) track the temperature

relaxation. Conversely, for the v1 mode, the initial change of 0.8% at 100 ns increases
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to ~1.1% at 6 ms before reequilibrating with the refolding of the protein.

The variation of homogeneous linewidth in the random coil region follows the

transient temperature profile because the coil regions are flexible and solvent-exposed,

even in the folded state. This conclusion is supported by the broader linewidth of this

region in the equilibrium spectrum. The antidiagonal widths for the v1 and random

coil features in Fig. 6-4a are 10.6 and 12.7 cm 1, respectively, and they increase by

17% and 7%, respectively, between the initial and final temperatures. The increase

of the random coil region is smaller, as in the transient case. The changes in the

homogeneous linewidth for the T-jump from 25 to 350 C, where structural change is

small, track the temperature profile, regardless of the frequency (Fig. 6-9).

6.3.4 Comparison to T-jump 2D IR Spectrum of Ubiquitin

at T = 25 C

In our previous observations in the transient DVE experiment, ultrafast responses

were seen to arise from solvated regions of the protein on the nanosecond timescale.

The ultrafast responses induced by a T-jump in the DVE spectra are characterized

by two features: increase of the signal due to increased solvent transmission at 6 Pm

and depletion of the intensity on the red side of the spectrum (~1600 cm 1 ) due

to decreased hydrogen bonding with the solvent. 2D IR versions of these responses

during the T-jump (25 -- 35C) are shown in Fig. 6-7.

To separate the possible temperature-dependent effects of density and transmis-

sion changes from protein unfolding signals, we compare the unfolding response to

a low-temperature transient response at T = 25 C, in which the protein does not

unfold. In the transient 2D IR difference spectrum at 100 ns, both the positive and

negative diagonal peaks become stronger as a result of the increased transmission of

the probe beams and the LO. Also, the weakening of solvent hydrogen bonds induces

the blue shift of peaks and the loss of intensity of the diagonal region on the red

side (marked with a red ellipse in Fig. 6-7). However, very little spectral change

is found at 1 ms except for the decrease in the magnitude of the signal. This lack
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Figure 6-7: Transient 2D IR spectra of ubiquitin (25-->35 0C). (Left) Reference 2D IR

spectrum of ubiquitin at Ti = 25 0 C in the ZZZZ polarization geometry. Twenty-one
contours are plotted in ±60% of the maximum. (Right) Transient 2D IR difference

spectra [AS(t)]. Twenty-one contours are plotted from ±1.5% of the maximum of

the reference spectra. Depletion of the signal on the red side of the diagonal regions

at 200 ns is marked with a red ellipse. The guidelines parallel to the two frequency
axes (w1 and W3) mark the two resonances of the -sheet in ubiquitin.

of spectral change is expected because there are no significant structural changes in

this low temperature range. The spectral change is mostly due to the modulation of

the transmission of the solvent by a temperature re-equilibration. However, there is

a slight difference between the reference spectrum and transient difference spectra.

The antidiagonal width of the positive peak in the transient spectra is broader than

that in the reference spectrum. Because the antidiagonal width of a 2D IR spectrum

represents the homogeneous linewidth,19 ' this change indicates the increase in homo-

geneous broadening with temperature. Quantitative analysis of this effect is found in

the main text.

6.3.5 Comparison with DVE Results

A DVE spectrum is mathematically identical to the squared absolute value of the

projection of a complex 2D IR spectrum onto the W3 axis as

2

5DVE (T 1 =0, T2 ,w3) OC ] ( 1 , T2 ,w23 ) iS" (w, 2,w 3 )dw1 (6-2)
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Therefore, the result of the T-jump DVE experiment can be reproduced from 2D IR

spectra by integrating them over the wi axis. Fig. 6-8a and b show the differences in

the measured and reconstructed DVE spectra. Although the spectral shape and the

amplitude of changes are somewhat different because of the different spectral shape

of the femtosecond IR pulses between the two measurements, their time-evolutions

describe the same dynamics. At 100 ns, both spectra show depletion of the intensity

at ~1600 cm- 1. Also, a decrease and blue shift in the v1 region due to the unfolding

of the protein occurs on the microsecond-to-millisecond time scale.
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Figure 6-8: Comparison of DVE spectra measured and reconstructed from 2D IR

spectra. (a) DVE difference spectra obtained from the T-jump at T = 63 C.
Each spectrum is divided by the maximum of the reference DVE spectrum. (b)

DVE difference spectra constructed from the absolute value square of the projection

of complex 2D IR spectra onto the w3 axis. (c) Comparison of relaxation profiles

constructed from the first singular value decomposition component of the vi region

(1577-1651 cm-').

For better comparison, we applied singular value decomposition (SVD) to the vi-
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region. The relaxation profiles are obtained from the coefficients of the first SVD

component and are compared in Fig. 6-8c. As expected, the two relaxation curves

match each other well. The two unfolding phases on the microsecond and millisec-

ond timescales and the refolding phase after 7 ms observed in the DVE spectra are

successfully reproduced from 2D IR spectra, which confirms that the two different

measurements are probing the same dynamics. This consistency provides a very im-

portant basis for the comparisons made in further analyses shown in the main text.

6.3.6 Temperature Dependence of Homogeneous Broadening

When the structural change due to a T-jump is small, the line-broadening is dom-

inated by increased solvent fluctuations induced by the rapid temperature change,

and the deviation from the thermal profile can be used to separate this effect from

conformational changes due to protein unfolding. In Fig. 6-9, time-dependent changes

of the homogeneous width for three frequency components (the v1 mode, the ran-

dom coil region, and the vj mode) during a low-temperature T-jump (25 -+ 35C) are

plotted. Changes of all three frequency components track the temperature relaxation

profile. Because the magnitude of the change is very small (<2%), width changes can

be assumed to be linear with temperature within the relatively small T-jump range

of 10 0 C. Therefore, we can conclude that the increase in linewidth at low tempera-

ture is fast and solely a result of the increased thermal fluctuations (primarily solvent

perturbations), without significant structural change in the protein.

6.3.7 Unfolding Mechanism of Ubiquitin

Ubiquitin has a five-stranded mixed parallel/antiparallel -sheet and an a-helix (see

Fig. 6-2a), and it is one of the most actively studied folding systems. Several experi-

mental and simulation studies have reported sequential folding after the formation of

a stable core that includes the strand I-II hairpin and the a-helix. 19 2-196 The stabil-

ity of this N-terminal 1-37 fragment has been investigated by fragmentation studies,

multidimensional NMR experiments, and MD simulation.i,'1 97-200 MD simulations
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Figure 6-9: Relative changes in the antidiagonal width for a T-jump from Ti = 25 'C,
plotted with a temperature relaxation profile normalized to the initial change (dashed

line).

suggested a transition state with 0-strands 1, 11, and V intact and an unfolding path-

way involving strands III-V before unfolding of the hydrophobic core.11'1 50

Our previous T-jump experiments on this system 25 lent further support to the

two-state model for ubiquitin unfolding. Those experiments used dispersed vibra-

tional echo (DVE) spectroscopy, a nonlinear spectroscopy that can be related to a

power spectrum of the 2D IR signal projected onto the w3 axis. We interpreted the

DVE transients as sequential unfolding of the less stable strands III-V (3 Ps) before

unfolding of the protein's hydrophobic core (80 ps). A physical picture to describe

the multiphase unfolding process was proposed in terms of a free-energy surface con-

sisting of two coordinates to which the IR experiments are most sensitive: (i) the

native contacts between strands I and II and (ii) the remaining native contacts be-

tween adjacent strands I, V, III, and IV. These contacts are depicted in Fig. 6-2b.

Fluorescence-probed downhill folding induced by a barrier shift at 80 C has been

reported for a cold denatured ubiquitin mutant, F45W,22 with a time scale of 100

ps. The difference in time scale likely originates from the temperature-dependent

difference between the folding and unfolding free-energy surfaces.

The results from transient 2D IR spectroscopy capture the previous DVE results

and expand on them by disentangling spectral changes along the wi frequency di-

mension. The separation of the diagonal and cross-peak region dynamics, and the
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ability to monitor the frequency-dependent homogeneous linewidth, have yielded a

unique description of the solvent-exposed random coil regions. The-observation that

diagonal and off-diagonal vI features relax in a correlated fashion also shows that the

original interpretation of the DVE experiments was valid. However, because of the

delocalized nature of amide I vibrational eigenstates, a complete picture including the

order of strands unfolding has relied on qualitative comparisons with other experi-

ments and with MD simulation. By calculating 2D IR spectra from protein structures

sampled along an unfolding pathway consistent with our hypothesis, we seek to make

a comparison by identifying similarities in intensity changes and frequency shifts.

6.3.8 Comparison with Simulation

Amide I eigenstates are sensitive to subangstrom changes in the distance between 13

strands and in hydrogen bond lengths,8, 12 5,1 74 but spectral congestion masks these

changes in FTIR spectra. The cross-peaks observed with 2D IR help to recover

sensitivity and allow for rigorous comparisons of amplitude changes and peak shifts.

To provide an atomistic test of the qualitative picture presented, we analyze the

ubiquitin-unfolding MD simulation of Alonso and Daggett" 0 by calculating 2D IR

spectra, using structures sampled along an experimentally relevant set of reaction

coordinates.

We choose structures by projecting the T-jump simulation along two coordinates

that are closely related to the 43-sheet contacts to which 2D IR is sensitive: summed

Ca distances between native contacts. These are defined by

R1 R1-v + Rv-111 + R111I-v, (6.3)

R2= R 11-1 , (6.4)

RN-M (Cai -- a,j2, (6.5)
(i,j)

where RN-M describes a sum of pairwise C. distances (i, j) between hydrogen-bonded

strands N and M. By using the strand diagram in Fig. 6-2b, Ri and R 2 are the sum
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of contact distances illustrated in purple and red, respectively. The simulation trajec-

tory is plotted along these coordinates in Fig. ?? to visualize the steps (A-E) in the

progressive unfolding of the protein. Beginning from the crystal structure, the initial

reaction to the T-jump is global expansion and increased disorder of the protein (A).

The unfolding proceeds through transitions (A->B--+C--D), during which contacts

between strands III and IV, V and III, and I and V are broken sequentially, yielding

a persistent configuration in which the a-helix has rotated to align with strands II

and I (D). The final transition breaks these contacts, and only the helix is structured

by the end of the simulation (E). This pathway is consistent with the studies guiding

our hypothesis, including our T-jump DVE results indicating that -sheet unfolding

occurs on two distinct time scales.

Although the large T-jump (AT = +2000 C) and the lack of extensive sampling in

the simulation prohibit a thermodynamic and kinetic comparison, we can still search

for spectral features that correlate with structural changes by calculating 2D IR spec-

tra from solvated snapshots in each persistent structural region. Sample spectra are

plotted in Fig. ??. The equilibrium spectrum, reproduced from our previous work,8

shows the Z-shape typical of 4-sheets, with an intense vi transition at 1640 cm-1

melding into the random coil region at 1660 cm-1, a high-frequency v11 peak at 1677

cm-1, and cross-peak ridges extending along wi between v1 and vj. As the protein

unfolds, the spectral features gradually transition to produce an unstructured, blue-

shifted, diagonally elongated spectrum. These changes are reflected in the doorway

modes,1 2 which are shown in Figure 6-12. As strands unfold from ubiquitin's # sheet,

the bright state corresponding to the v 1 mode becomes more localized.

For better comparison with the experiment, Fig. ?? also shows the simulated

transient difference spectra and quantifies changes in peak intensity and frequency

from configurations A to E. The difference spectra show derivative features indicating

a correlated drop in vI at 1640 cm 1 with an increase in the random coil region at

1670 cm- 1. This is accompanied by loss of negative v_, vil cross-peak intensity in the

lower-right region of the spectrum and appears as a positive change. The cross-peak

ridge loses >50% of its intensity and blue-shifts by 2 cm-' in transition from A to
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Figure 6-10: Thermal unfolding trajectory of ubiquitin. The unfolding simulation"

is plotted along the coordinates R1 and R1 defined in the text. Protein snapshots

correspond to five persistent structural regions (shown in green, red, blue, magenta,
and cyan, respectively). The trajectory after a 17-ps window average is plotted in

black.

C, where 111-V strand contacts are broken. The blue shift is also apparent in the v1

diagonal region but is less clear because of interference with the broad random coil

peak. Blue-shifting of the v peak has been predicted to appear with localization of

a vibrational exciton upon loss of vibrational coupling. 70 The dynamics are complete
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Figure 6-11: Calculated transient 2D IR spectra of ubiquitin unfolding. Ubiquitin
2D IR spectra calculated at equilibrium (25 'C) (adapted from Ganim et al.8 ), for
the transient states A, B, C, D, and E, and the difference spectra relative to A (B-A,
C-A, D-A, and E-A). The trends in vj frequency and intensity and in vR intensity
were obtained from wi = 1640 cm- 1 and wi = 1662 cm- 1 slices, respectively.

by the final spectrum which, like the 7-ms experimental transient, can be compared

with the equilibrium difference.

There is a large disparity of time scales between the ~1-ns simulation and the

100-ns to ~1-ms experimental responses that cannot be accounted for with the ther-
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Figure 6-12: Doorway modes of the transient ubiquitin unfolding states. Doorway
modes (calculated as described previously1 2 ) for selected regions of the vi and vil
bands.

mal change in diffusion. The difference is due to the different nature of the free-

energy surface at 2270 C (simulation) vs. 72' C (experiment) and to differences

in comparing single-molecule and ensemble representations. The downhill unfolding

subensemble prepared in the experiment moves along a corrugated free-energy sur-

face while surmounting and accumulating behind barriers of ~~kT. This friction and

exploration along orthogonal coordinates delays and disperses the ensemble from a

high-temperature limit that would behave similarly to the single protein in this single

unfolding trajectory.
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6.4 Conclusions

We have presented an approach for characterizing protein folding dynamics that uses

2D IR spectroscopy of burst-phase unfolding interpreted through comparison with

MD simulation. The interpretation of transient 2D JR spectra is consistent with cal-

culated spectra from a simulation that shows a progressive unfolding of the -sheet.

The ability to quantitatively model amide I IR spectroscopy on the basis of proposed

structures allows for a detailed connection between unfolding dynamics in experi-

ments and simulations. In the future, one can imagine using 2D IR to discriminate

between different simulated unfolding pathways, which will enable experimentally

verified simulations to report on variables that cannot be probed by experiment.
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Chapter 7

The Biophysics of Coupled Protein

Folding and Binding

Without exception, proteins perform their function by interacting with one or more

other molecules, the ligand(s). In the case that the ligand is a small molecule, ap-

proximations resulting from its conformational rigidity will shape a description of the

dynamics. The remaining chapters in this thesis are concerned with the biophysics

of protein-protein interactions, in which both reactants are flexible and nominally

exist in a distribution of states. Predicting the dissociation rate, and therefore the

equilibrium constant, requires a model for the stability of the bound protein complex,

which generally evades a simplistic treatment. However, regardless of the molecular

picture of binding, at long distances diffusion is required to bring the reactants in

close enough proximity to undergo recognition and create a bound complex, which

can be understood without alluding to proteins' internal structure.

7.1 Diffusive Encounter

7.1.1 Single Particle Diffusion

Let us consider typical time and length scales for one diffusing protein in the infinite

dilution limit. The protein is treated as a free, Brownian particle with mass m, its
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position, x(t), obeys the Langevin equation 201

d2-(t) -y di(t) 1 -
=__ + -((t) (7.1)

dt2  m dt m

where 'y is the friction coefficient and ((t) is the random force of the solvent. To avoid

being concerned with realizations of ((t), it is useful to consider the corresponding

Fokker-Planck equation for the probability density of the particle, P(z, , t). Given

the diffusion of the center of mass of proteins, it is appropriate to consider the high

friction case, (d t) ~ 0), where the velocity distribution is relaxed. In this limit, the

Fokker-Planck equation takes a simple form,

aP(x, t) 82 P(x, t)
= D (7.2)at ax2

where the translational diffusion constant, D = , fully characterizes the system.201

If the particle position is known to be Y at t=0, its probability distribution at later

times will be a spherically expanding Gaussian,

1 (f-420)2
P(z, 0t) =exp - (7.3)

47Dt ADt

This can be combined with the Stokes-Einstein-Debye relation for the translational

diffusion constant of a sphere of radius r, which assumes that the solvent is a

continuum in thermal equilibrium (at temperature T) that obeys no-slip boundary

conditions,
2 02-204

D = kBT (7.4)
67r'r

In this description, the diffusion constant for a relatively small protein (r=1.4 nm,

the radius of dimeric insulin) is 17 A2 /ns (or 1.7x10-6 cm 2 /s) at room temperature

in water. According to Eq. 7.3, in 30 ps the standard deviation for the protein's

probability density function will be 100 nm.
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7.1.2 Association Kinetics from Two Particle Diffusion

If free diffusion is the only mechanism driving molecular encounters, the associa-

tion rate constant can be described by Smoluchowski's expression for two uniformly

reactive spheres of radii rA and rB with diffusion constants DA and DB, 205

ka = 4r (DA + DB) (TA + rB) = 4rDR, (7.5)

in which D = DA + DR is the relative diffusion constant and R = rA + rB is the

interaction radius. The Stokes-Einstein form of the diffusion constant predicts that

ka = 7.4x109M-'s-1 in water at room temperature, regardless of radius. (The radius

drops out of this expression because D oc 1, which indicates that increasing the radius

of the particle makes it an easier target, but also slows diffusion and the association

rate is unchanged.) Equivalently, - = 130 psM, and the reaction half-life, t11/ 2 , is

130 ns in a 1 mM solution.

Another key timescale describes how long it takes proteins to diffuse a sub-nm

distance. Within the approximations of this rigid-body theory, this is the timescale

for encounter complex dissociation, or the timescale for forming an encounter complex

from two proteins at the edge of feeling mutual molecular forces. For the diffusion

constant listed above, it takes 10-250 ps for proteins to diffuse 1 - 5 A.

When considering proteins in close proximity, the preferred orientation for reactiv-

ity may contribute to the rate. However, it is often the case that rotational diffusion

takes place on a much faster timescale than translational diffusion. The relevant

Stokes-Einstein-Debye relation for orientation diffusion is,

kBT 3 3D
Dr = =~T , (7.6)

871rr 4r2'

which gives D, = 6.3x10 7 S-1 for the r=1.4 nm protein under consideration. The

according rotational correlation time

Tr 1 (7.7)
6D
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is 2.6 ns, which is appreciably faster than the timescales described for translational

diffusion.

Together, these timescales describe a kinetic theory for rigid, uncharged protein as-

sociation. The slowest timescale (concentration-dependent, but radius-independent)

is for the proteins to diffuse to a separation of a few A (1-2 solvation shells in the

atomistic description) at which point intermolecular forces between the proteins may

become non-negligible (~130 ns in 1 mM solution). This is referred to as a "macrocol-

lision." During a macrocollision, the proteins may undergo several "microcollisions"

(-10-250 ps), defined as making van der Waals contact, before they are likely to drift

apart. The timescale for orientational diffusion (-3 ns for small proteins) indicates

that proteins are likely to reorient several times during a macrocollision, but that the

orientation will be mostly fixed during the many microcollisions.

7.2 Recognition and Binding

To the extent that proteins are treated as uniformly reactive, uncharged, rigid spheres,

the above treatment is the complete story for the kinetics of protein-protein asso-

ciation. One major exception is when strongly charged proteins associate quickly

(kon > 108M- 1s- 1),206 which requires consideration of structure-specific local fields

207 that are affected by pH and ionic strength. The rate constant can also be modified

to include orientational constraints on reactivity.

However, the fundamental challenge facing models for the biophysics of protein-

protein interactions is that proteins are not infinitely rigid. The accessible states of

proteins are determined by a competition between non-covalent interactions such as

the formation of hydrogen bonds, hydrophobic packing, solvation, and salt bridges.

Individually, these interactions are nonspecific and weak (each may contribute a frac-

tion of kBT to stability), but may cooperate to stabilize a subensemble of config-

urations referred to as the native state. It has been reasoned that the interactions

stabilizing proteins must be weak to avoid the formation of kinetic traps in non-native

states, which would prevent folding altogether. 208 One consequence is that, in ambient
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conditions, there will be sufficient energy to break a few of these contacts, and some

flexibility must be included in the definition of a native state. A related fact that the

sum of all these interactions, the protein folding energy, is on the order of - kBT per

residue.2"9 This is additionally a matter of practical utility, as proteins have a finite

lifetime, after which they must be unfolded and recycled. These considerations build

a picture where proteins are flexible, and continually fold and unfold; the extent to

which this generally constitutes an integral part of the association mechanism or a

mere nuisance remains a matter of debate.

7.2.1 Methods for Studying Protein Association Biophysics

Historically, there has been an emphasis on rigid-body methods for studying and mod-

eling protein-protein interactions. This has been driven by the fact that atomistic

structural elucidation methods, namely x-ray crystallography and nuclear magnetic

resonance, have largely shaped the state of modern molecular biophysics. These

techniques have produced a database of protein complexes, which allowed for the

first conclusions about the structure of protein interaction sites.21 -212 It has been

claimed that recognition is facilitated by "surface patches,"2" which are responsible

for providing both a driving force for binding and specificity. It was observed that

protein interfaces are close packed, and the shape of the residues at the interface

display steric complementarity (see Figure 7-1). The forces stabilizing protein inter-

actions were found to be (unsurprisingly) the same forces that drive protein folding-

hydrophobicity, hydrogen bonding, electrostatics, and van der Waals. To be suffi-

ciently stabilizing, protein binding typically buries at least 800 A 2 of the surface2 1 4

(with AG 25cal/A 2)215 , which roughly corresponds to the - 15 kcal/mol of trans-

lational and rotational entropy loss." 0 There is a slightly increased propensity for

hydrophobic residues in recognition sites.2 1' It has also been repeatedly claimed that

only low energy conformational changes take place upon dimerization, such as the

rotation of side chains or the ordering of unstructured loop regions. 0 ,212 217

While structural tools have informed a majority of the current thinking, protein-

protein interactions are studied using a variety of other experimental techniques.
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Figure 7-1: Examples of protein oligomer complexes displaying shape complementary

and symmetry. Reproduced from Goodsell and Olson. 13

Separation and thermodynamic methods such as chromatography, centrifugation, and

calorimetry have been widely used to discover binding partners, quantify dissociation

constants, and study temperature dependence. Researchers have combined these tools
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with site-directed mutagenesis to probe single-residue contributions to the stability of

complexes. Alanine scanning mutagenesis has revealed that often only a few residues

are responsible for stabilizing protein-protein complexes. Hot spots are such residues

that contribute at least 2.0 kcal/mol of stabilization, which often show a preference

for tryptophan, arginine, and tyrosine. 218,219

Specific protein-protein interactions can be tagged and studied with surface plas-

mon resonance biosensors 220 ,221 or FRET (F6rster resonance energy transfer) ,222

which may also be used in vivo. System-specific spectral signatures have been

isolated that allow for kinetic measurements of protein-protein interactions, such

as UV-vis absorption, fluorescence, circular dicroism, NMR measurements sensitive

to conformational exchange such as paramagnetic relaxation enhancement 223 , line

shape modeling, 224 , amide protein exchange rates, and backbone amide S2 order

parameters. 225

7.2.2 Computational Methods for Predicting Protein Asso-

ciation

There have been significant efforts to codify these observations into models that com-

pute the location of recognition sites, the structure of bound complexes, and the

free energy of binding.14 Typically, these models are physics-based (solving equations

such as the Boltzmann equation and minimizing an energy functional), but incorpo-

rate some knowledge-based elements (empirical predictions based on correlations from

databases).

The most popular class of physics-based algorithms are the "docking" class of

procedures that search for surface complementarity by fitting together two or more

monomer structures to predict the structure of complexes - an idea that was first sug-

gested by Francis Crick.22' The initial structures may result from experimental models

(for the unbound protein or, preferentially, the protein bound to a different partner2 27 )

or by homology modeling. These computational methods bear some similarity to

those used to predict folded states of proteins, but have received more attention
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from developers due to their industrial usage for rational drug design. 22 7 Incomplete

consideration of flexibility is a computational requirement for these models; permis-

sive, flexible docking models allow for side chain flexibility and motion of domains

through "shear" and "hinge-bending" transformations.228 Numerous implementations

of these algorithms are available on the internet, which vary in protein representation,

conformational space search method, and scoring function, such as RosettaDock, 229

ClusPro,230 GRAMM-X, 231 ZDOCK, 231 PatchDock, and SymmDock. 232

The scoring functions for these software packages may include both physics-based,

energy minimization terms and knowledge-based terms, including residue-residue pair

propensities, van der Waals energies, hydrogen bond geometry, implicit Gaussian de-

solvation/solvation, side-chain rotamer probabilities, and electrostatic energies. Im-

provement add-ons to conventional docking algorithms try to reconstruct association

pathways, 233 incorporate molecular dynamics and normal mode analysis. 228

Such calculations typically go through thermodynamic cycles (such as depicted

in Fig. 7-2), because it is easier to calculate protein binding entropy change in the

gas phase using the ideal gas approximation, and it is typically assumed that the

protein-protein terms do not change. By computing the relative solvation energies

of the bound and unbound proteins, the cycle is complete. However, the summation

of this cycle includes oppositely signed, large energies (-100 kcal/mol), which must

cancel to the 1% or better level for predictive accuracy. These calculations expose

errors in the simulation force fields as well as deficiencies due to inadequate long-time

sampling.

Knowledge-based algorithms incorporate heuristic conclusions from database anal-

ysis of previously obtained experimental data. For both folding and binding problems,

there is a consensus that evolutionarily conserved residues are likely to play an impor-

tant function. 234 2 35 In fact, it has been recognized that evolution occurs at a slower

rate at binding interfaces because substitutions in one monomer are not likely to be

passed on without complementary changes in the binding partner; this phenomenon

is called co-evolution.2 31 Several cases have been observed where a small number of

polar residues interspersed into a largely hydrophobic interfaces are key to binding. 235
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Figure 7-2: Schematic of a thermodynamic cycle used for calculating free energy of
association. 14

This type of information can be used to predict protein-protein interactions based on

similarities in atomistic structure or homology to known binding partners. Corre-

lated changes in phylogenetic trees, proximity in the genome, and network analysis

of interacting partners may also be used to predict binding.237

7.2.3 Conclusions about the Current State of Protein Asso-

ciation Models

CAPRI (Critical Assessment of PRediction of Interactions) is a community wide

experiment designed to assess models for predicting structures of bound protein com-

plexes. It asks- given the atomistic structure of two protein monomers, how reliable

and accurate will the model for the dimer be? CAPRI is a blind prediction challenge,

that relies on unpublished structures obtained using NMR or x-ray crystallography,

i.e., the published structure is only revealed after the competition is over. Figure 7-3

shows aggregated results from the CAPRI challenge for the past five years; typically

300 - 400 structures are submitted, 95-100% of which are deemed incorrect based on
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insufficient accuracy (ratio of true positive and true negative to total predictions),

specificity (ratio of true positive to false positive predictions), and sensitivity (ratio

of true positive to false negative) using metrics quantifying the number of correct

residue contacts at the interface.238 Several evaluations have acknowledged that con-

formational changes that occur during binding are a major limitation, and that cur-

rent attempts to improve the accuracy of energy functionals may not improve the

accuracy of models:

* "'Unbound' docking starts from the two independently determined protein

structures. Therefore, it must handle the conformational changes that are in-

evitable on association and make docking a far more difficult task than just

searching for an exact fit."2 39

* "Conformational changes, both local and large-scale present enormous

complications."24 0

* "the methods are hampered by a lack of a complete understanding of the forces

involved and by the conformational changes that often take place upon protein-

protein binding" 241

* "One of the most important difficulties of protein docking is that the interface

residues of both the receptor and the ligand may undergo a conformational

change on complex formation." 242

" "Conformational flexibility is one of the most important determinants for dock-

ing success, and more effort should.be put not only on the development of new

algorithms to overcome the rigid-body docking and scoring approach but also

on estimating the conformational flexibility upon binding for a given case." 243

c "modeling induced fit by flexible docking remains a central challenge, and a

large portion of current docking research is focused in this area."244

* "it appears that extensive interactions between two proteins always induce a

major conformational change... Improved scoring and discrimination will not
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affect the prediction of such complexes because rigid-body searches of current

docking methods will not produce hits. Therefore, despite major progress in

the protein-protein docking in the past few years, it will be necessary to develop

approaches that do not start with a rigid-body search."2"

0 "In fact, improving the specificity of a scoring function also increases its sen-

sitivity to the differences between bound and unbound protein conformations,

and the quality of discrimination does not necessarily improve." 246
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Figure 7-3: Prediction accuracy results of the CAPRI challenge.

False positives plague predictive models for protein-protein interactions because

basic chemistry dictates that there will generally be a non-zero attraction between

any two proteins. Ultimately, it is the inability of the currently available techniques

to reliably discriminate against false positives that prevents practical applications

of predictive protein docking models.2 46 In the end, one finds that the best com-

putational approaches are only potentially useful when there is shape and chemical

complementarity with little structural change; this is otherwise known as the "lock

and key" limit.
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7.3 Free Energy Surfaces for Coupled Protein

Folding/Binding Processes

There seems to be no reason to conceptualize binding in separate physical terms than

protein folding, and the evidence suggests that models fail to be generally predictive

when this simplification is made. Over the past two decades, there has been grow-

ing acceptance of the energy landscape view of protein folding. 20s,247 However, its

implications with regards to binding and other protein functions have not been as

extensively explored. An energy landscape for protein binding would synthesize all

aspects of binding equilibria and dynamics; it would describe the ensembles of bound

and unbound states, the heights of barriers separating them, the relevant reaction

coordinates, and an ensemble of reaction pathways for both binding and dissociation.

Models for the biophysics of protein binding have been hampered by the rigid-

body lock and key concept that proteins exist in one conformational state. Even a

dressed-up lock and key concept, such as the assumption that proteins can exist in

two conformations- bound and unbound, allows for a very narrow interpretation of

possible protein binding mechanisms. A free energy surface is the type of model that

synthesizes all the information we have about a particular binding problem. It will

show the energetic wells as well as the barriers, summarized along the most relevant

coordinates, and it can be used to predict different pathways. Putting together a

free energy surface from a dynamics experiment relies on the energetic and structural

characterizations, but it uniquely provides information about barriers in contrast to

equilibrium measures that mostly sense structures at free energy minima. Moreover,

construction of a free energy surface based on dissociation experiments allows for

predictions to be made about the association process. Any binding mechanism can be

described by a free energy surface with the appropriate coordinates and topology, and

the conventional lock and key, conformational selection, and induced fit mechanisms

arise as limiting behaviors. Such models may be the only ways of understanding

the binding of intrinsically disordered proteins that remain predominantly disordered

after binding. 248
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7.3.1 Binding Mechanisms Characterized by Free Energy

Surfaces

Free Energy Surface
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b
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0
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Characteristics

* Interface May Be Ordered
in Monomer State

* "Conformational Selection"
* "Pre-Existing Equilibrium"

* Stable Encounter
Complex Formed

* Interface Orders Quickly
Upon Association

* "Fold-on-Contact"
" Fly-Casting"

Figure 7-4: Example free energy surfaces for protein dimerization. Insulin monomer
and dimer structures are shown as illustrative examples rather than constraints or
specific predictions.

To explore the type of information that can be synthesized with a free energy

surface, Figure 7-4 shows three examples. Along the independent axis is the radius

of encounter, which discriminates associated from dissociated monomers. This coor-

dinate is a key order parameter for describing an association reaction. However, a

variety of coordinates may be chosen for the dependent axis, which should describe the

folding or conformational change that occurs upon dimerization. Examples include

RMSD deviation from the dimer crystal structure, the number of intramolecular con-
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tacts, the number of intermolecular contacts, the radius of gyration, or the number of

hydrogen bonds to water. Choice of this coordinate reflects preexisting information

about the structural changes in the system and the experimental observable being

probed. Thus, a decision about the best coordinate will be driven by conclusions

from the data, and a thorough investigation would consider several of the aforemen-

tioned options. The number of ordered interface residues was chosen as one example

that anticipates experiments in Chapter 8.

The three free energy surfaces shown in Figure 7-4 differ by where barriers occur.

Is the rate for restructuring the binding interface slower than the rate of protein

encounters? If restructuring the interface is the only rate-limiting step, then the

first surface may be an appropriate description. Here the only barrier is for folding

of the interface, which may occur independently of association. The conformational

selection model for association is obtained if only a subensemble of monomers can

form ordered dimers. (Since basic chemistry dictates that there will be a non-zero

attraction between any two proteins, formation of non-native or disordered dimers is

always possible, if only transiently.) As a special case of conformational selection, if

monomers exist in a discrete number of well-defined states, and only a subset of these

can form dimers, then the pre-existing equilibrium model for association is recovered.

Furtheremore, the rigid, lock and key model for association can be viewed as the

limit of the pre-existing equilibrium model as disordered monomers are destabilized

relative to the ordered monomers.

If an ordered dimerization interface is only stable when the monomers are associ-

ated, one of the bottom two free energy surfaces in Figure 7-4 may describe binding.

The second surface has barriers in both coordinates, which leads to the formation of

an encounter complex intermediate state. In this free energy surface, the encounter

complex is formed from disordered monomers, and so these binding mechanisms mir-

ror protein folding by hydrophobic collapse. Evidence for this free energy surface

would result from characterizing the structure of the encounter complex. Are any

specific contacts required to form the encounter complex or is it best characterized as

a molten globule-like state? What are the relative heights of the barriers separating

186



the encounter complex from ordered dimers and dissociated monomers?

In the third free energy surface, the only barrier to dimerization occurs along

the radius of encounter. These mechanisms can be generically classified as fold on

contact scenarios. This limit is appropriate if ordering at the interface occurs much

faster than the rate of encounters. Considering molecular trajectories that give rise to

this free energy surface results in an intriguing paradox- how do disordered monomers

recognize one another so quickly? An ensemble of loose, non-specifically associated

monomers is possible, and it may be difficult to rationalize how these may all find

the native dimer state much faster than dissociating. (This can be contrasted with

the second free energy surface, in which the conformational restrictions on ordering

the dimer interface due to association result in an activation barrier.) Shoemaker et

al. proposed a solution to this paradox with a "fly-casting" mechanism, originally

used to describe DNA-protein binding. 249 In this scenario, the enlarged radius of

gyration for disordered proteins enhances the rate of forming long-range, non-specific

contacts to DNA. After association, the dimensionality of the problem is reduced,

which enhances the rate of folding. This free energy surface can describe other fold

on contact mechanisms, such as if the formation of specific intermolecular contacts is

required to nucleate ordering of the dimer interface.

The dimerization of insulin was chosen as a model system to develop dynamics

experiments for folding and binding. There has been only one time-resolved dimer

dissociation experiment on insulin2 5 0 , and none of the mechanisms discussed above

can be excluded a priori. In Chapter 8, the structural changes concomitant with

the monomer-dimer transition of insulin are characterized using 2D IR spectroscopy.

As a complement to these coordinates, Chapter 9 presents fluorescence experiments

aimed at providing long-range sensitivity to the intermonomer separation.

7.4 Insulin Background

Insulin homodimerization is one of the simplest protein-protein binding reactions in-

volving a secondary structural change. Insulin is a 51 amino acid, mostly a-helical
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protein that dimerizes through the formation of an intermolecular # sheet 16. It is

known that the binding region becomes disordered or partially unfolded when disso-

ciated into its monomeric state.25 1-258 Although questions concerning the monomer

structure and degree of disorder remain, the fact that dimer is more ordered than

monomer raises fundamental questions about coupled folding and binding processes,

and stands in contrast to classical rigid-body association models. 25 9,26 0 How do two

partially disordered proteins encounter one another, locate specific intermolecule con-

tacts, and fold? Despite the volume of research on insulin, there have been no pos-

tulated mechanisms for how folding and association couple in the dimerization of

insulin.

Inspection of the dimer crystal structure 16 (Fig. 7-5a) shows that insulin has a net-

work of hydrophobic contacts that spans across both monomer units and stabilizes

the dimer (Fig. 7-5b). When ordered, the dimer interface is largely flat, and is com-

prised of aromatic and aliphatic residues. The packing of these nonpolar sidechains

is reinforced and given specificity by backbone hydrogen bonds between C-terminal

residues on the B chains. The B chain holds a critical set of contacts for dimer for-

mation and the degree to which it is folded largely determines how much ordering is

required to form the dimer. Some monomer models also show disordered a helices

upon dissociation. Models for the monomer (Fig. 7-5c and 7-5d) 2 5 1-258 have provided

conflicting evidence on whether the B chain is extended into the solvent or if it resem-

bles its conformation in the dimer. An extended conformation of the B chain would

expand the radius of gyration for the protein and allow it to make weak, non-specific

contacts. This scenario is consistent with the fly-casting mechanism for reducing the

entropic cost for a binding transition state.249 Alternatively, if the B chain largely

resembles its conformation in the dimer, insulin monomers may dimerize by making

native contacts with largely ordered interfaces. Thus, placing a collection of exper-

imental constraints on the monomer structure may help suggest important reaction

coordinates for describing protein association.

The methods used to study the monomer-dimer equilibrium of insulin have

typically focused either on structure or association state, however sensitivity to
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Figure 7-5: Structural visualizations of insulin dimer and monomer models. Strucu-
tral models from PDB IDs 4INS (a,b), 2JV1(c), and 1JCO (d). Structures visualized
using VMD 15 and POV-Ray.

both is required for an ideal probe of binding and folding. Assays that have

used sedimentation,26i-263 scattering,264 kinetics,250 mass spectrometry, 265 ultraviolet

absorption, 26 6 fluorescence depolarization, 26 1 pulsed field-gradient spin-echo NMR 26 s

and FRET 269 provide sensitivity to the monomer/dimer ratio and may be used to

quantify the dissociation constant, KD, but they lack secondary structural sensitiv-

ity. Circular dichroism 270 ,2 71 has been deconvoluted to yield a mix of qualitative

structural resolution and sensitivity to the association state. Infrared vibrational
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spectroscopy has been used to study insulin fibrilization,272-274 but it has not re-

vealed any changes about the monomer/dimer transition. Since the insulin dimer

forms the asymmetric unit, X-ray crystallography has provided atomistic structures

for various polymorphs of the insulin dimer and hexamer,1 1, 27' but has not yielded

a native monomer structure. Nuclear magnetic resonance (NMR) spectroscopy has

yielded the most information about insulin in solution via a series of hexamer,276,277

and dimer 278,279 structures. Due to the poor sensitivity of NMR at micromolar con-

centrations, many investigations of the insulin monomer have relied on mutants or

co-solvent addition; 25 1 253,256,257,278, 280,281 while the resulting set of structures have

generated growing agreement that insulin is more disordered in the monomer state

than in the dimer, there has been no quantitative-level agreement. Moreover, neither

crystallography nor 2D NMR have yielded a measurement of KD.

In Chapters 8 and 9, 2D IR spectroscopy, molecular dynamics simulations, and

fluorescence experiments are used to develop insulin dimer dissociation as a model

system for investigations of the biophysics of coupled protein folding/binding. Chap-

ter 8 presents the signatures of monomers and dimers using various representations

of amide I 2D IR spectroscopy. These signatures were used to quantify the dis-

sociation constant and to parameterize a two-state model for the thermodynamics.

These 2D IR spectra were interpreted in atomistic detail using molecular dynamics

-simulations of insulin drawing on crystal structure and solution NMR models. Chap-

ter 9 complements these IR experiments with fluorescence quenching measurements

of the dimer-monomer equilibrium of insulin using dye-labeled proteins and intrinsic

tyrosine fluorescence.
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Chapter 8

Insulin Dimer Dissociation and

Unfolding Revealed by Amide I

Two-Dimensional Infrared

Spectroscopy

8.1 Introduction

The monomer-dimer transition of insulin has been probed with two-dimensional in-

frared spectroscopy and related infrared spectroscopies to isolate spectral signatures

of the conformational changes concomitant with dissociation. These experiments were

atomistically interpreted using 2D IR spectra calculated from an ensemble of monomer

and dimer structures including the effects of disorder, which provided a complement

and a point of comparison to NMR and x-ray crystallography models. The amide I

vi mode, which is delocalized over both monomer units through an intermolecular

antiparallel Q sheet, was lost upon dimer dissociation and shifts were observed in the

v11-sheet and a-helix bands. These spectral changes provided a structurally sensitive

probe of dimer dissociation, which was used to measure the binding constant, KD,

and to parameterize a thermodynamic model for the dimer fraction. The solvent
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conditions surveyed the effects of ethanol and salt addition on the dimer fraction in

acidic, deuterated water as a function of temperature. It was found that addition of

ethanol had a significant destabilizing effect on the dimer state, and shifted KD from

70 pM in D20 to 7.0 mM in 20% EtOD at 22 'C. Simulation of the monomer 2D IR

spectra indicates that the B-chain C terminus is partially disordered, although not

fully solvated by water.

8.2 Methods

8.2.1 Sample Preparation

Insulin from bovine pancreas was obtained from Sigma-Aldrich (St. Louis, MO) and

used in all of the experiments described in this manuscript. The sample was H/D

exchanged for infrared studies by twice dissolving it in D20 at -1 mg/mL, heating

to 60 'C for 1 h, and lyophilizing it. Full H/D exchange was verified by the loss of the

protonated amide II band at 1550 cm- 1 . All of the buffers used were based on 0.27

M DCl in D 20 and some buffers included EtOD. All of the deuterated reagents were

obtained from Cambridge Isotope Laboratories, Inc. (Andover, MA), and verified to

be zinc free to further inhibit the formation of aggregates.

8.2.2 Window Treatment

At insulin concentrations of 10 mg/mL, the conditions for temperature-dependent

spectra without using ethanol co-solvent were aggregation prone and necessitated

treating the ordinarily hydrophobic CaF 2 glass sample cell windows with a hydrophilic

coating of a polyethyleneglycol (PEG) silane. The window was pretreated by rins-

ing with 4M NaOH and distilled H20. The silane solution was prepared by diluting

methoxy(ethyleneoxy) 9-12 propyltrimethoxysilane, obtained from Gelest, Inc. (Mor-

risvila, PA), to 2% in a 10 mM acetic acid solution in 95% ethanol and 5% water. The

entire window was dipped in the silane solution for 2-3 min, rinsed with ethanol, and

cured for 10 min at 110 'C in a hot plate oven. As the coating degraded (typically
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after 2-3 experiments), the windows were cleaned with NOCHROMIX (Cabin John,

MD), and recoated using the aforementioned procedure.

Figure 8-1:
tral models

Structural visualizations of insulin dimer and monomer models. Strucu-
from PDB IDs 4INS (a,b), 2JV1(c), and 1JCO (d). Structures visualized

using VMD and POV-Ray.

8.2.3 Simulations

Molecular Dynamics

To help interpret the experiments, 2D IR spectra were calculated for three structural

models derived from the porcine insulin dimer (PDB ID: 41NS)", the human insulin
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monomer in 35% CD3CN (PDB ID: 2JV1) 2 16 , and an engineered, monomeric human

insulin mutant (PDB ID: 1JCO)25 3 (see Figure 8-1). All of the structures were sim-

ulated in GROMACS 3.3.1.282-288 In the simulation procedure, missing protons were

filled in, and the structures were energy-minimized for up to 10000 steps to conform to

the OPLS/AA 28 9-295 force field parameters. The protein structures were solvated 291

with SPC/E water 297 and position-constrained during 100 ps of dynamics in the NPT

ensemble at 300 K and 1 atm. After all of these equilibration steps, molecular dy-

namics were run in the same NPT ensemble, and structures of the entire solvent box

were saved each 20 fs for calculating IR spectra. The dimer was simulated for 1 ns

and each structure of the monomer ensembles (2JV1 has 50 structures and 1JCO has

25 structures) was simulated for 100 ps.

IR Spectroscopy

The JR absorption spectra and 2D IR spectra were calculated using the previ-

ously described code, 8 which has been upgraded to incorporate developments in the

models. 99, 100' 171 The 2D IR spectra were calculated using site energies derived from

the electrostatic potential across each amide unit12 3 and a combination of electrostatic

and DFT-derived coupling between sites.171 All of the simulated frequencies are cor-

rected for systematic errors with a 20 cm-1 redshift. To better approximate the

dynamics, the time-averaging approximation 99' 100 was used with a Gaussian window

of 170 fs. Since the dimer contained 98 sites, a new block diagonalization procedure

was employed to make the two-quantum matrix diagonalizations more computation-

ally efficient, which was described in Section 3.1.

Bright State Analysis

The vibrational wavefunctions were visualized using a doorway mode analysis of the

simulated spectra, as described previously. 12,68 ,298 The bright states that characterize

the influence of particular amide I vibrations on the infrared spectrum were calcu-

lated from the eigenstates of the entire trajectory corresponding to energies within

a frequency window. To calculate the mode decomposition, bright states were cal-
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culated for a 5 cm-1 sliding window across the spectrum. Then, each bright state

was decomposed into contributions from the residues in chosen motifs (a helices, /

sheets, and unstructured regions) by summing the squared amplitudes for residues

in each respective structural motif. In the ideal scenario, the amplitude of the first

bright state dominates the total. For all of the calculations in this manuscript, the

first bright state was the only one considered, and this was found to carry 0.41-0.44

of the total intensity, with no dependence on frequency or structure.

8.3 Results

8.3.1 Concentration-Dependent 2D IR Spectral Features

To reveal the secondary structural changes associated with insulin dimerization,

concentration-dependent 2D IR spectra were acquired in 20% ethanol. Figure 8-

2 shows the absorptive and NRPS representations under for monomeric conditions

(430 pM) and at higher concentrations where dimer fraction is 50% (6.9 mM). The

dimer spectra are consistent with previously observed spectra of mixed a/43 proteins,

which show a Z-shaped contour lineshape, indicative of a 0 sheet. (To interpret basic

features of 2D IR spectra, the reader is referred to our reviewl).

In each of the dimer 2D IR spectra (Figure 8-2A and 8-2D), three peaks can be

seen along the diagonal, which are highlighted in the diagonal slices plotted above each

spectrum. Focusing on the absorptive ZZYY spectra, the most intense peak appears

at wi = 1657 cm- 1, and can be attributed to a-helical vibrations based on empirical

assignments. The second most intense peak at 1645 cm-1 corresponds to v1 vibrations

of the # sheet, named by the fact that its transition dipole lies perpendicular to the

strands of the /3-sheet. At 1690 cm 1 there is a peak corresponding to its inverted

symmetry partner, the vj /-sheet mode, which may also include contributions from

/ turns. The same vibrations are observed in the NRPS as distinct peaks due to

the interference effects inherent to non-rephasing spectra, and are broader due to the

inclusion of imaginary contributions to power spectra.
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Figure 8-2: Concentration-dependent Insulin ZZYY 2D IR spectra and difference
spectra. Concentration-dependent ZZYY 2D IR spectra and difference spectra ac-
quired in 0.27 M DCl 20% (v/v) EtOD-D20. Top: absorptive spectra; bottom: NRPS.
All contours are plotted in 8.3% intervals. Slices along the diagonal (w1 = W3) are
plotted above each spectrum, except for panel A and B, where the slices chosen to
coincide with the peak maximum (w1 + A= w3).

The dimer 2D IR spectra also show a pattern of cross peaks among the a-helical

and /-sheet vibrations, which are most easily distinguished in the NRPS (Figure 8-

2D). A cross peak between the two /-sheet vibrations is observed along the horizontal

corresponding to W3=1635 cm-1 and cross peaks between vj and both vi and the a-
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helical mode appear at wi and w3 =1690 cm- 1 . The linewidth of these peaks gives rise

to cross-peak ridges, or broadening along the wi dimension. This effect is enhanced

in the absorptive 2D IR spectra.

The monomer 2D IR spectra (Figure 8-2B and 8-2E) show one clear peak that

is similar to the a-helical feature in the dimer spectra, but it is downshifted to 1650

cm- 1 . At predominantly monomer concentrations, the v1 mode and its cross-peaks

are greatly suppressed, although weak features arising from the -sheet modes remain.

Inspection of the NRPS diagonal slice shows that the higher frequency, 1690 cm-1

peak still appears in the monomer spectra. The difference spectra (Figure 8-2C and

8-2F) summarize the spectral changes that occur as the equilibrium is shifted towards

insulin monomers; there is a diagonal narrowing of the spectrum due to the loss of

intensity at 1635 cm 1 and 1690 cm- 1 in the diagonal and cross-peak regions, and

the peak maximum shifts from 1665 to 1650 cm-

8.3.2 KD Measurements

To provide further evidence that the spectral changes arise from dimer dissociation

and to insure consistency with previous investigations, concentration-dependent FTIR

and ZZZZ 2D IR spectra were acquired in the range of 88 pM to 6.9 mM in D 2 0

and 400 pM to 6.9 mM in 20% EtOD:D 20. Since spectral intensities in both ex-

periments are linear in concentration, changes in concentration-normalized spectra

will reflect monomer or dimer fraction. Under these conditions the integrated area in

FTIR spectra remained constant, indicating no significant change in transition dipole

moments between the monomer and dimer states.

Figure 8-3 shows the analysis of FTIR and 2D IR RPS to obtain the dissociation

constant, KD. Across the concentration range, the changes to the FTIR spectra are

barely discernible. The spectra can be described without a priori knowledge of the

monomer and dimer spectra by singular value decomposition (SVD) analysis, which

reveals a slight red shift with concentration. The dimer population was obtained

from 2D IR by integrating the off-diagonal region of the RPS that included /-sheet

signatures from the dimer (wi = 1582-1624 cm-1, Wa =1664-1708 cm-'). This region,
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Figure 8-3: Measurement of the insulin dimer dissociation constant, KD. Extraction
of dimer fraction from FTIR and 2D IR rephasing power spectra (RPS). Representa-
tive RPS spectra, and the FTIR series and 2nd SVD component are shown on top.
Concentration-normalized off-diagonal integration of 2D IR spectra and second com-
ponent SVD amplitudes of FTIR spectra were fit to the dimer fraction to extract KD

(bottom).

illustrated in Figure 8-3, was chosen for its large monomer/dimer contrast, insensi-

tivity to phasing and non-resonant contributions, and favorable signal-to-noise. The

concentration-normalized 2D IR intensities and FTIR second component SVD am-

plitudes, I(c), were taken to be proportional to the dimer fraction,
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aI(c) + b =OD (C)

4c+KD- K 2 + 8KDC
OD (C) (8.2)

Here c is the total insulin concentration, and a, b, and KD were the fit parameters.

KD values of 70 pM and 55 pM were extracted from the 2D IR and FTIR measure-

ments in D20, respectively. Addition of 20% ethanol shifted KD to 7.0 mM and

6.0 mM according to 2D IR and FTIR fits. In D 20, this KD is consistent with the

previously observed values in protonated solvents at similar pHs and ionic strengths,

which range from 25 pM to 261 puM. Although the destabilizing effect of ethanol on

insulin dimers has been observed,2,299 these data show the first corresponding KD

measurement.

8.3.3 Temperature-Dependent 2D IR Spectral Features

1600 1650 17001600 1650 17001600
o, /2n c (cm-1)

1650 1700

Figure 8-4: Temperature-dependent Insulin ZZYY 2D IR Spectra. ZZYY spectra

were acquired for 1.7 mM insulin concentration in 0.27 M DCl, 0.1 M NaCl 20%

EtOD-D20. All spectra show contours plotted in 8.3% intervals.

Temperature can also be used to control the monomer/dimer equilibrium of in-
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sulin. Figure 8-4. shows temperature-dependent 2D IR spectra collected at 1.7 mM.

At 20'C, the 2D IR spectrum has a single clear peak at 1655 cm- 1 with high and low

frequency shoulders at 1637 cm- 1 and 1676 cm-1, which are similar to the features as-

sociated with increasing dimer content in Figure 8-2A. Moreover, a similar pattern of

cross-peak ridges is observed among the 4-sheet and a-helix vibrations, most clearly

visible at w3 =1680 and 1620 cm 1 . The difference spectra show the loss of distinct

peaks along the diagonal and in the cross-peak regions; the loss of both positive and

negative lobes of the cross-peak between the v1 and vjj modes can be seen at wi 1680

cm- 1. In addition to the temperature-dependent changes induced by dimer disso-

ciation, the 2D IR spectra will reflect thermal changes to the vibrational dynamics

and increased solvent transmission. However, the similarity between the dimer and

monomer signatures between the temperature- and concentration-dependent 2D IR

spectra provides conclusive evidence that increasing the temperature induces dimer

dissociation.

8.3.4 Solvent-Dependent Thermal Dissociation and Unfold-

ing

For a more extensive characterization of the insulin binding thermodynamics, the

temperature dependence of dimer dissociation was quantified in eleven different sol-

vent conditions using HDVE. Because the HDVE spectrum is formally equivalent to

an Ws projection of the 2D IR spectrum, its power spectra are a phase-insensitive mea-

surement that retain vibrational coupling information, and can be acquired rapidly

without scanning any time-delays. The set of solvents was chosen to test the effects

of adding ethanol and sodium chloride salt to the thermal dissociation at 1.7 mM (10

mg/ml). Figure 8-5A shows representative HDVE thermal dissociation data in 0.27

M DCl 30% EtOD:D 20. The salient changes to the HDVE spectrum are a narrowing

with temperature due to a shift of intensity from 1640 and 1690 cm 1 to 1650 cm- 1,

which is consistent with the 2D IR changes seen in Figure 8-4. The addition of salt

had less of an effect on the thermal dissociation than ethanol, and its effects were not
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Figure 8-5: Temperature-dependent HDVE spectra were acquired as a function of
ethanol co-solvent concentration. Spectra were acquired in 2.5 'C intervals from 10-
55 'C. Representative spectra and 2nd SVD component are shown in panel A for 30%
EtOD. Extracted melting temperatures and amplitudes of the second SVD are shown
in B and C.

additive with ethanol (See Figure 8-6).

The temperature-dependent HDVE spectra in all ethanol-containing solvents were

decomposed into a two-state basis derived using SVD analysis on the data set in 0.27

M DCl, 0.1 M NaCl 20% (v/v) EtOD:D20. Use of the same basis spectra allowed for a
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Figure 8-6: Extracted parameters for the two-state insulin dimer dissociation model.

faithful comparison of the temperature-dependence across the solvent conditions. The

melting curves in Figure 8-5C show that increasing the ethanol concentration dropped

the melting temperature by roughly 3.5'C for each 10% addition of ethanol and re-

duced aggregation. When the ethanol content was less than 20%, aggregation was a

limiting factor for acquiring spectra at temperatures >50'C. Cold-induced aggrega-

tion was also seen that may be a sign of cold-induced dissociation, which is predicted
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by the two-state thermodynamics. One key feature of 2D IR spectroscopy is that the

transition dipole scaling makes the distinct 1615 cm-1 mode of /3-sheet aggregates

appear intensely, which allows these spectra to be excluded from the analysis. (See

Figure 8-7). The fits were performed over temperatures that were aggregation-free

for all samples. An identical analysis was performed on the experiments with salt-

containing solvents, although more emphasis will be placed on the ethanol results due

to their reduction of aggregation.
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Figure 8-7: Temperature-dependent HDVE series showing the aggregate peak used
to exclude spectra from two-state fitting.

Spectra were candidates for exclusion from the fitting procedure if a high or low
temperature endpoint in that series clearly displayed the aggregate peak (>20% of

the signal). In these sets, the endpoint spectra and adjacent temperatures
displaying the aggregate peak (>3% of the signal) were excluded. Aggregation was

inhibited by salt concentrations > 50 mM and ethanol fractions >20%.
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8.3.5 Thermodynamic Modeling

After decomposing the spectra into a basis derived from SVD analysis, the second

component amplitudes were fit using a thermodynamic model that extended two-state

models for protein unfolding 300 with concentration dependence,

D 7 2M (8.3)

AG = AHO - TASo + ACp [T - TM - Tin (T/TM)1 (8.4)

2

AG = -RTlucM (8.5)
CD

where AG, AHO, ASO, and ACp are the free energy, enthalpy, entropy, and heat

capacity changes, and TM is defined as AG=0, which may not be where the normal-

ized melting curves intercept 1. The second component amplitude was assumed to

be proportional to the dimer fraction defined as

OD(T) - C (8.6)2 CD + CM

where cm and CD are the concentrations of monomers and dimers. To fit the ther-

mal dissociation curves, TM, AH 0 , and ACp were varied and the resulting KD was

used to calculate OD(T) using the standard state of c0=1 M such that AG=0 if KD=1

M. These fits were constrained by our measurement of the equilibrium constants at 22

'C and considered data at temperatures that were aggregation-free. The equilibrium

constant measured in 20% ethanol was assumed to be representative of solvents with

10-30% ethanol. For the reference solvent of 1.7 mM insulin in 0.27 M DCl:D 20, the

extracted parameters were TM=51 'C, AH 0 =135 kcal/mol and ACp=5 kcal/mol K.

At 22 0C, AH = -9.6 kcal/mol, AS = 51 cal/mol K and AG = 5.4 kcal/mol. Upon

addition of 30% ethanol, TM dropped by 11 'C, AHO was -60 kcal/mol and ACp was

-2 kcal/mol K, which indicated greatly reduced stability of the dimer state relative to

the monomer. The addition of 100 mM salt caused minor changes relative to ethanol

addition; it reduced TM by 5 'C in the reference solvent and increased TM by 1.5
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'C when added to 20% ethanol conditions. In summary, ethanol was found to be an

effective co-solvent for destabilizing the insulin dimer state relative to the monomer

without any significant changes to the spectral features (See Figure 8-8).

Legend

- HDVE Spectrum at 25 0C - - - - Reconstructed HDVE
from Two-State Basis

- Basis States - Fit Residual

+ 20 mM NaCI + 50 mM NaCI + 75 mM NaCI

+ 20% EtOD + 30% EtOD

+ 20% EtOD, + 20% EtOD, + 20% EtOD,
50 mM NaCI 75 mM NaCI 100mM NaCI

W3/2nc os/2nc

Basis Spectra

W/2Ac w3/2AC

Figure 8-8: Solvent-dependent HDVE spectra. The HDVE spectra are shown for
25'C with reconstructed spectra using a two-state basis derived from 0.27 M DCl,
D20:20% EtOD + 100 mM NaCl. The fit residuals are indicative of experimental
irreproducibility, such as shifts in the spectrum of the laser or variations in scattering.
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Figure 8-9: Simulated 2D IR spectra for insulin monomers and dimers. Simulated
2D IR spectra for dimers (4INS), compact monomers (1JCO) and extended B-chain
monomers (2JV1). The intensity at 1620 cm- 1 includes an exaggerated contribution
from proline. Structures visualized using VMD" and POV-Ray.?
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8.3.6 Structural Modeling of Insulin 2D IR Spectra

A key feature of amide I protein 2D IR spectra is the ability to make atomistic

assignments with structure-based modeling. To interpret the 2D IR spectra, MD

simulations were performed on structural models obtained from x-ray crystallography

or solution NMR spectroscopy and the spectra appear in Figure 8-9. Since the spectra

in the amide I region arise almost entirely from backbone vibrations, models for

different insulin secondary structures can be compared, even in cases such as these

where the primary structure displays minor variation from the experiment. The 2D

IR spectra calculated from static structure snapshots in the trajectory displayed fine

structure from many peaks. Each structure was solvated and dynamics were run to

sample the small-amplitude, sub-ns solvent and protein fluctuations (10,000 - 50,000

frames) to obtain smooth lineshapes consistent with the experiments.

The calculated 2D IR correlation spectrum for the dimer shows three diagonal

features: two well-defined peaks at wi = 1634 and 1660 cm-1 and a shoulder at 1678

cm 1 , which nominally correspond to the i 4-sheet mode, a-helical modes, and

the v1 O-sheet modes assigned for the dimer spectrum in Figure 8-9A (all calculated

frequencies are corrected with a systematic 20 cm-1 redshift). While it is a subtle

feature in the calculated spectra, the high-frequency shoulder is further evidenced

by the cross-peak ridge extending horizontally from the diagonal at 1678 cm-1. The

positions of the v and a-helix bands match the experiment exactly, but the v11 mode

is 10 cm 1 too red-shifted. Another difference with respect to the experiment is that

the intensity of the a-helix peak is 50% too low in the calculation relative to the

-sheet modes. These difference may be due to the structural differences between the

solution and crystalline dimer states or errors in the calculation. Examination of the

corresponding NRPS shows discrete cross-peaks between a/v 11 modes at (1655/1676

cm-1) and v11/v 1 modes at (1675/1627 cm-1), with a similar overall structure to the

experimental NRPS.

There are varying proposals for the structure of the insulin monomer, which differ

in the conformation of the B chain C-terminus that folds and stabilizes dimer contacts.
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2D IR spectra have been calculated based on two ensembles resulting from solution

NMR experiments (Figure 8-1). These structures place a lower limit on the amount

of disorder that may be observed in 2D IR spectra, due to the fact that the ns-ps

fluctuations of the B chain terminus would be in the partial-complete motionally

narrowed limit for 30-200 ms mixing time NMR experiments, but in the static limit

for 2D IR experiments with 4 ps coherence times. (Evidence for poor separation of

these timescales has been observed in the anomalous variation of amide line widths in

insulin.3 0 1 ) One of the monomer ensembles was comprised of 50 compact structures

with B chains that strongly resembled the conformation in the dimer (PDB ID: 2JV1).

The second ensemble (PDB ID: 1JCO) contained 26 structures with extended B

chain C termini, and more disorder in the N-terminal B-chain region and the A-

chain helices. The resulting spectra were summed over the respective ensembles and

the results appear in Figure 8-9. Each of the calculated monomer spectra shows

features that resemble the experimental monomer spectra (Figure 8-2B and 8-2E),

but neither one entirely reproduces the experiment. The compact monomer spectrum

has its peak in the same position as the experiment, 1650 cm-1, but displays too much

off-diagonal structure with its cross-peak ridges at wi=1676 and 1630 cm'. These

off-diagonal features are not present in the extended B-chain monomer spectrum, but

this spectrum is too diagonally elongated compared to the experiment. Inspection of

the NRPS shows a feature at 1630 cm-1, which appears in both monomer spectra,

but is more intense for compact monomers. This feature arises from remaining strong

vibrational couplings between the B-chain terminus and the helices in the monomer.

8.3.7 Bright State Analysis of the Calculated Spectra

A quantitative structural assignment of the vibrational modes contributing to differ-

ent regions of the IR spectrum was performed with doorway mode analysis. This

procedure obtains the amide I bright states that carry the IR transition dipole inten-

sity within a given spectral window, provides a visualization of the structures that

contribute within that window, and allows the contributions to be decomposed by

different secondary structures. Doorway-mode analysis was performed on a 5 cm-1
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sliding window across the dimer spectrum (Figure 8-10a). The mode decomposition

was obtained from the bright states within a spectral window by summing over the

squared vibrational amplitudes for oscillators within the motif of interest as,

sec str

Psec str = la2 2, (8.7)

where ai is the vibrational amplitude of the ith oscillator in the unit-normalized

bright state. The /3-sheet features were found to peak at 1646 cm- 1 and 1680 cm-1

and it was found that the bright states corresponding to these bands display Vj and V1

symmetry character. These modes are observed in proteins, and here it was noted that

they can also arise from intermolecular couplings. Further, the a-helical and /-sheet

modes are significantly mixed; each mode appears to be delocalized over the dimer.

While the dimer does not rigorously contain a C2 axis, the a-helix oscillations on

each monomer unit are still generally out-of-phase with respect to each other. The

direct coupling between a-helices is weak (< 2 cm- 1), and the dominant coupling

mechanism was found to be through mutual interaction with the /-sheet oscillators.

By comparing the bright states in the two monomer ensembles, the effects of extending

the B-strand on the mode structure can be understood. Two representative structures

from the monomer ensembles were chosen for the doorway mode analysis. In the

calculated 2D IR spectra of the monomers, it was noted that there was intensity

at 1630 cm- 1 that did not appear in the experimental monomer spectrum. Bright

state analysis in this region (not pictured) reveals that this intensity arises from two

regions; a hydrogen bond contact between the two main chains (B4 and All) and,

more dominantly, the / turn bridging the B-chain helix and C-terminal strand. Both

of these regions are disordered in the ensemble with the extended B-chain strand, and

this intensity is reduced. Comparing the high frequency /-sheet regions for the two

monomers, two features appear at 1663 cm-1 (pM1) and 1682 cm- (PM2), shown in

Figure 8-10b and 8-10c, respectively. The IM1 mode is more intense in the compact

monomer, and is a combination of a-helix modes strongly mixed with vibrations on

the / strand. The yM2 mode is more intense and broader in the extended B-strand
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monomer, and is localized to the turn with decreasing participation further along

the strand. In summary, these results show that adding disorder to the monomer

structure and extending the B-chain strand leads to a loss in the 1630 cm-1 region

and localizes the vjj mode to the turn region, which causes it to blueshifts and broaden.

8.4 Discussion

8.4.1 Monomer and Dimer Spectral Signatures Across the

Various IR Spectra

There are features common among all of the amide I monomer and dimer spectra that

can be interpreted using the structure-based calculations. In all of the IR spectra,

a loss is seen at 1630 cm- 1 upon dimer dissociation. Using the bright state corre-

sponding to this mode in the insulin dimer, it can be assigned to delocalized mode

that is dominated by vi-symmetry vibrations on the two-stranded, anti-parallel 0

sheet. In the 2D IR spectra, loss of this peak on the diagonal is accompanied by the

loss of corresponding cross-peaks to the 1690 cm-1 -sheet and the 1665 cm-1 a-helix

modes.

The simulations can be used to assign intensity in the 1690 cm-1 region. There

is partial intensity loss in this region upon dimer dissociation, which is evidenced by

diagonal narrowing of the monomer 2D IR spectra and the loss of discrete diagonal

and cross peaks in the NRPS. However, a cross-peak ridge at w1=1690 cm- 1 remains

in the monomer spectra and diagonal slices of the absorptive 2D IR spectra show a

peak intensity ratio (v1 -sheet : a-helix : vl /3-sheet) of 6:10:5 in the dimer and

1:10:4 in the monomer. This mode cannot result from dimer contamination, since the

dimer signature v1 mode carries a much larger transition dipole than the v mode.

The simulations can be used to assign the 1690 cm- 1 region in both of the monomer

spectra as a high frequency /-strand mode. This mode includes contributions from

the turn region and is delocalized along the 3 strand, with less delocalization when

the strand is more disordered.
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In both the experimental 2D IR and FTIR spectra, a red shift in the peak of the

spectrum is seen as the equilibrium is shifted from dimers towards monomers (7 and

9 cm-' for the 2D IR absorptive and NRPS spectra in Figure 8-2, and 5 cm-1 in the

FTIR spectra). In principle, this peak shift may be caused by any of three effects: a

change in the coupling to the oscillators in the a-helices, an intrinsic change to the

frequencies of the a-helix oscillators, and interference, such as the loss (or gain) of a

nearby peak arising from uncoupled modes at higher (or lower) frequency. Each of

these effects can be tested using the simulated spectra.

By comparing the calculated spectra of the dimer and the compact monomer, it is

found that the a-helix-localized modes are coupled to 0-sheet-localized modes; loss of

the anti-parallel / sheet leads to an 11 cm-1 red shift in the a-helix peak, despite the

fact that the a helices in the compact monomer strongly resemble those in the dimer.

This coupling was quantified by transforming to a basis of a-helix-localized and v1

/-sheet-localized modes using peak positions from the spectra, and a coupling of 15

cm- 1 was extracted. The same assumptions applied to the experimental spectra yield

a coupling of 9 cm- 1. While this comparison provides evidence that the loss of vj

/-sheet modes can shift the a-helix modes, it does not exclude the other mechanisms.

Evidence for a shift in the a-helix peak due to interference can be seen by compar-

ing the two monomer simulations, in which the extension of B chain is accompanied

by a 20 cm- 1 blueshift to the vj band, which would additionally contribute to a

blueshift in the a-helix peak. An analysis of the frequencies of individual amide I

oscillators shows no appreciable frequency shift for the a-helices in any of the cal-

culations. Thus, comparison to the simulations has concluded that the a-helix peak

shifts in the monomer spectrum relative to the dimer due to loss of coupling to the

v1 mode and perhaps also due to interference with the shifting u1p mode.

Our analysis showed that the differences between monomer spectra obtained from

concentration-dependence and temperature-dependence were negligible. Any changes

must be smaller than thermally induced changes to the properties of water and vibra-

tional dynamics of amide I oscillators. These results are consistent with the results

of a calorimetry study, which concluded that the insulin dissociation and monomer
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unfolding transitions are inseparable, 30 2 and our analysis did not require a third ther-

modynamic species.

While many monomer features were reproduced in the spectra calculated from

the NMR structures, neither one entirely reproduced the combination of diagonal

elongation and cross-peak ridges evident in the experimental monomer spectrum. To

more quantitatively model the monomer spectrum, one might consider a sum of the

compact and extended monomer spectra or a weighted sum of the spectra compris-

ing each ensemble. However, when comparing the simulations and experiments, one

should note that the theory to calculate amide I protein spectra is still under devel-

opment. Typically, a set of simulated spectra can used to derive trends that may be

compared to the experiment. Direct comparisons of relative amplitudes, frequency

splittings, and linewidths is still at a qualitative or semi-quantitative level. With

these limitations, one needs to carefully isolate the features that are robust against

the many approximations in these calculations, such as the MD force field, mapping

snapshots from the simulation to site energies and couplings, and assuming that the

dynamics are near the static limit.

8.4.2 Solvent and Temperature Effects

The effects of adding ethanol to the thermal dissociation curves can be interpreted

by noting its drastic influence on the surface tension of water. While there are many

contributions to the free energy for insulin dimer dissociation, there will be a compo-

nent that is proportional to the hydrophobic surface area and the surface tension. For

large solutes (radius > 2 H-bond lengths), this solvation free energy is dominated by

enthalpic contributions. 303 It is found that the changes in surface tension upon ethanol

addition are consistent with the overall trend in AH' (see Figure 8-11), which is a

steep decrease from 0-20%, followed by a continuing gradual decrease; the 42% drop

in surface tension upon adding 20% volume fraction of ethanol corresponds to a 44%

drop in AH 0 from 135 to 76 kcal/mol. The concomitant changes in AG at 22'C are

relatively much smaller. 5.4 kcal/mol to 2.9 kcal/mol, which is a demonstration of

the enthalpy-entropy compensation widely seen in protein biophysics.
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An estimation of the hydrophobic surface area from the molecular dynamics sim-

ulations used to calculate the 2D IR spectra reveals a value of 32 nm2 for the dimer

and a range from 20-25 nm2 for the monomer, depending on the ensemble chosen. Us-

ing an empirical, linear correlation for the hydration enthalpy of hydrocarbons (data

obtained from Gallichio et al.3 04 ), the 8-18 nm 2 of buried surface area in the dimer

corresponds to AHHydrophobic ~ -22 to -49 kcal/mol in pure water for the hydrophobic

contribution to the enthalpy. Such a large hydrophobic stabilization of the dimer ra-

tionalizes the experimentally observed change upon adding 20% ethanol, AHO = -59

kcal/mol (see Figure 8-6). These facts are also consistent with an inspection of the

structure (Figure 8-1), all of which indicate that the insulin dimer is largely stabilized

by hydrophobic interactions.

Our measured value of KD from 2D IR experiments, 70 pM for bovine insulin in

0.27 M DCl in D20, is consistent with previous measurements in protonated water

and similar conditions, which range from 25 pM to 261 pM (literature KD values

are tabulated in the Table 8.1). It has been observed that the addition of ethanol

greatly destabilizes dimers relative to monomers. 26 7 ,299 This work demonstrates that

KD is increased by -100x, but no corroborating evidence was seen for the previously

observed complete dissociation in 5% ethanol.
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Figure 8-10: Bright state analysis and calculated FT IR spectra. Top: plot of the
mode composition from bright state analysis decomposed by secondary structure,
and the calculated IR absorption spectrum for the (a) dimer, (b) compact monomer,
and (c) extended monomer ensembles. For the mode decomposition, the independent
axis gives the beginning of the 5 cm- 1 window. Below: Visualizations of the bright
states for representative spectral regions, prepared using PyMol.(Delano Scientific)
The color (red or blue) represents the vibrational phase of backbone amide I oscilla-
tors, while the intensity of color reflects the amplitude of vibration. For each bright
state, the vibrational amplitudes were normalized to the large magnitude value.
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Solvent-Dependent Thermal Dimer Dissociation
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Figure 8-11: Insulin melting and dissociation curves. Melting and dissociation curves
in all tested solvents along with two-state model fits, shown in Figure 8-6. The to-
tal insulin concentration was 1.7 mM and all solvents included 0.27 M DCl. HDVE
experiments were repeated 3-7 times in each solvent, and the sets of spectra chosen
for analysis had the least aggregation. For solvents that caused persistent aggregata-
tion, aggregate spectra (points indicated with an X) were excluded from the fit (see
Figure 8-7).
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Year Researchers Technique pH I Ionic Strength (M) T(0C) K,2 (M 1) KD(~ 1/K1 2) in ,uM
1966 Jeffery, PD et al.z6

Lord, RS et al.266

Pocker, Y.270

Strazza, S et al.271

Jeffery, PD et al.262

Goldman, J et al.305

Nettleton, EJ et al.265

Table 8.1: Measures of Insulin Dimerization KD

Sedimentation

Concentration-
Difference UV-Vis

Absorption

CD

Sedimentation
Sedimentation

Mass Spectrometry

1973

1980
1985

1976
1971
2000

2
2
2
2
2
2
2
2
2

3.5
2

3.5
2
2

7
7
8

3.3

0.05
0.1
0.15
0.2
0.1
0.1
0.1
0.1
0.1
0.1

0.01
0.01

0.005
0.1
0.1
0.1
0.1
0.1
0.1

0.01
0.2
0.1

7950
10200
3830
6640

109000
40000
18000
19000
6100

32000
11000
7600

750000
27000
16000
12000
10000
6900
5100

20000
111000
222000
10000

126
98

261
151
9
25
56
53
164
31
91
133
1.3
37
63
83

100
144
196
50
10
4.5
100,I

T( C) K12 (M--1) KD(= 1/K12) in pMYear Researchers Technique pH | Ionic Strength (M)



Our values for the enthalpy and entropy of dimer dissociation are consistent with

previous findings in protonated solvents at room temperature. Investigations using

uv-vis absorption at pH 2.0, 25'C, and 0.1 M ionic strength have found AH=-17.2

kcal/mol, AS=-29 cal/deg mo12"6 and AH=-12 kcal/mol AS=-18 cal/deg mol, 27

which can be compared to our values of AH=-9.6 kcal/mol and AS=-50 cal/deg

mol. Differences in these values may be due to our higher ionic strength, lower pH,

and deuterated water. Another difference is that our data was sampled at 2.5 'C,

which is finer than some previous work (-10 C), and may have neccessitated ACp >

0 when fitting our data. A more recent calorimetry investigation by Dzwolak et al.272

was analyzed with attention towards cooperativity in the unfolding, and found a

transition temperature (not directly comparable to TM) around 60 0C. However, our

value of ACp is much larger (5 kcal/mol vs 0.5 kcal/mol). Dzwolak et al. also found

that D 20 lowered the temperature for aggregation by 7 'C, which provides evidence

that straightforward comparisons of melting behavior in protonated and deuterated

solvents are not possible.

8.5 Conclusions

The dimer dissociation reaction of insulin has been probed with two-dimensional

infrared spectroscopy and related nonlinear spectroscopies. These techniques provide

a structurally sensitive probe of the monomer-dimer transition that were used to

measure the binding constant, KD, and to parameterize a thermodynamic model for

the dimer fraction as a function of temperature and concentration for a range of

solvent conditions. The monomer-stabilization effect of 20% ethanol was quantified-

at 22 0C, it shifts KD from 210 pM to 6.9 mM- and rationalized by the increased

hydrophobic surface area when the dimer interface is exposed.

Atomistic interpretation of the diagonal and off-diagonal spectral changes were

provided by comparison to spectra calculated from atomistic molecular dynamics

simulations of insulin, which included the effects of structural disorder and spectral

interference. This provided both a point of comparison and a complement to NMR

217



and x-ray crytallography structural models. Upon dimer dissociation, the 1630 cm-1

v, mode was lost, the 1665 cm- 1 a-helix mode was redshifted, and the 1690 cm- 1 vt'

mode decreased in intensity. It was shown that the most sensitive marker for insulin

dimers, the v mode, derives its sensitivity due to delocalization over both monomer

units mediated by the intermolecular anti-parallel -sheet. Both spectral interference

effects and a loss of coupling to the v 1 mode cause the shift in the a-helix mode.

The vil mode undergoes a change in character, from a delocalized -sheet mode in

the dimer to a turn-localized mode that is sensitive to the conformation and disorder

in the B-chain C terminus.

From a comparison of the simulated and experimental spectra, it was found that

neither structural model entirely reproduces the 2D IR spectrum of the monomer;

the experimental monomer spectra show more disorder than the compact monomer

model, but less than the extended monomer model. Disorder has been identified as

a key variable to describe the monomer ensemble, which suggests that the fly-casting

dimerization mechanism should be given further consideration.

One key feature of 2D IR is its intrinsically ultrafast time resolution, which is

dictated by the dephasing dynamics of the system and typically extends to a few ps

for protein amide modes. While time-resolved techniques are widely applied to study

protein folding, they are less commonly used to study the conformational dynamics

of protein-protein binding. The combination of time and structural resolution has

allowed 2D IR to be used as a transient probe in time-resolved experiments on protein

and peptide conformational dynamics and folding, and it will be further exploited to

study the monomer/dimer features identified in this investigation. We hope that the

background work presented here provides the basis for using insulin dimerization to

be studied as a model system for coupled folding/binding protein-protein interactions

by a variety of complementary approaches.
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Chapter 9

Insulin Monomer and Dimer

Equilibrium Fluorescence

Experiments

9.1 Motivation

It has been demonstrated in previous chapters that two-dimensional infrared spectra

can be analyzed to reveal atomistic information about secondary structure contacts.

However, amide I 2D IR spectra are mostly sensitive to secondary structure, and sec-

ondary structure is only one of the dimerization coordinates identified in Section 7.3.

One key complement would be to measure the interprotein separation without sen-

sitivity to specific contact formation. Because the only intermolecular coordinate

identified in the amide I 2D IR spectra in Chapter 8 was the anti-parallel /-sheet

contacts, a non-specifically associated state lacking these contacts cannot be discrim-

inated against relative to monomers without additional tools. In this case, a contact

is defined by the coupling between amide I oscillators, which changes rapidly with

sub-Angstrom displacements, and drops to nearly zero for distances greater than 4

A.

Optical fluorophores can possess large transition dipoles that allow F6rster res-
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onance energy transfer (FRET) to take place in the 10-100 A range. A FRET ex-

periment will be most sensitive to distance changes around the F6rster radius, Ro,

which must be considered based on the desired structural sensitivity. This experi-

ment would require a mixture of proteins labeled with donors and acceptors, which

will invariably produce homodimers of donor-labeled and acceptor-labeled proteins

that cannot undergo FRET. In addition to the synthetic challenge, it is unknown

whether fluorescent labeling will alter the biophysics of association for a small pro-

tein such as insulin, and distance ambiguity will always be a concern due to the size

of the dye and linker. Despite these challenges, the addition of long-range sensitivity

is a valuable complement to 2D IR that is worth pursuing.

Fluorophores with a small Stokes shift are capable of self-quenching. This exper-

iment would eliminate the problem of creating donor-donor and acceptor-acceptor

pairs. This chapter describes two types of fluorescence experiments that were used to

study the equilibrium between insulin monomers and dimers in preparation for tran-

sient temperature-jump experiments. The first approach used insulin labeled with

Texas Red fluorophores, and the second approach used intrinsic tyrosine fluorescence

of insulin, both of which undergo increased fluorescence quenching in the dimer state.

9.2 Dye-Labeled Insulin Fluorescence

Previous insulin-labeling experiments have used amine-reactive chemistry or site-

specific mutagenesis. Insulin self-association was measured with a FRET experiment

using 2-Amino benzoyl and nitrotyrosyl groups as the donor/acceptor pair, which were

attached at the Lys B29. 307,308 A Trp B30 mutant of insulin has also been synthesized,

which was used to measure insulin adsorption onto Teflon particles.309 Winter et al.

synthesized Alexa 488-labeled insulin using an amine-reactive succimidyl ester form

of the dye to measure the solvent-dependent rotational correlation time. 26 7

For this work, amine-reactive dyes were used to synthesize Texas red-labeled in-

sulin, which is schematically shown in Fig 9-1. In this reaction, the amine-reactive

N-Hydroxysuccinimide ester (NHS) dye acts as a stable leaving group to allow the
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formation of a strong amide bond. Texas Red is especially suited for looking at

self-association because it is an excellent self-quencher.31 0 Ester hydrolysis is a signif-

icant, acid-catalyzed competing reaction that degrades the NHS-dye. Hydrolysis can

be minimized in basic conditions, as long as the pH is low enough to produce primary

amines on the protein capable of nucleophilic attack.

9.2.1 Synthesis, Purification, and Spectroscopic Methods

- -t---L -C -C

Figure 9-1: N-hydroxysuccinimide ester Texas Red reacts with primary amines to
form a very stable amide bond.

Insulin was labeled with Texas Red (TR) using procedures adapted from pre-

viously published methods.3" Mixed isomers of Texas Red-X, succinimidyl ester,

6- (tetramethylrhodamine-5- (and-6)-carboxamido)hexanoic acid, succinimidyl ester

(Tetramethylrhodamine), and malachite green isothiocyanate were obtained from

Molecular Probes (Eugene, OR). The dye-labeling reaction was carried out with 9

mg of insulin per synthesis, dissolved to a concentration of 1 mg/mL in pH 8.1 phos-

phate buffer at 4 'C. Only Millipore filtered water was used throughout the synthesis.

Anhydrous DMSO (80 pL) was added to 1 mg of Texas Red, which was introduced to

the insulin solution slowly while stirring. The labeling reaction was allowed to proceed

for at least one hour, but could be run overnight without degrading the product.

The reaction mixture was purified using size exclusion chromatography to separate

unreacted TR from unlabeled and Texas Red-labeled insulin (TR-insulin). A 19 mm
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inner diameter x 45.7 cm glass column was loaded with 20 g of hydrated Sephadex

G-25 beads (medium size, 50-150 pm when dry), allowed to settle, and equilibrated

with two bed volumes of water. Sephadex is a gel filtration medium composed of

cross-linked dextran, in which larger biomolecules are adsorbed less and elute quicker.

The eluent was allowed to drop to a thin (< 1mm) layer above the beads and the

reaction mixture was gently added to the column to maintain a flat band. Care was

taken to avoid allowing the beads to dry, which produces channels in the column

and diminishes its separation ability. When the reaction mixture had settled into the

column, 2 mL of water was added and allowed to settle. At this point, the reaction

mixture had begun separating and a reservoir of water could be added to the top of

the column without diluting the sample. Insulin and TR-insulin traveled together

in a dark purple band that eluted first. The remaining, hydrolysed dye eluted in a

slower, ligher pink band. The two fractions were easily distinguishable by eye, as seen

in Fig 9-2. The dye-labeled protein band was collected (~ 15 mL) and lyophilized.

Figure 9-2: A digital camera photograph of the Texas Red-labeled insulin (dark,
purple) and free dye bands (light, pink).

For amine-reactive NHS-ester dye labeling, the pH must be chosen to compromise

between the rate of acid-catalyzed ester hydrolysis and the concentration of primary

amines available for nucleophilic attack on the dye. Figure 9-3 shows the location of

primary amines in insulin, which include a lysine residue and an N terminus for each
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of the A and B chains. Of these three, the N terminus of the B chain is the farthest

from the dimer interface, and thus is the desired target for dye labeling. Table 9.2.1

shows the percentage of primary amines (assuming nominal pKa values) and the half

life of the NHS ester. A pH of 8.1 was found to maximize the yield of dye-labeled

insulin, which also has a >100x molar excess of primary amines from the N termini

relative to neutral lysine residues. Based on this reasoning, it is hypothesized that

the dye labeling occurs at either Gly Al or Phe BI, the latter of which appears to be

more solvent-accessible based on inspection of the crystal structure.

LYS B29
GLYA1

S Texas Red

PHE B1
GLYA1

LYS B29

12 A0

42 A

Figure 9-3: Diagram of the primary amines in the insulin dimer crystal structure, 16

with Texas Red conjugated to one of the N-termini, drawn to scale.

The fluorescence spectra were collected using a simple, home-built fluorimeter.

An unfocused, pulsed Nd:YAG laser (532 nm, 5 kHz) was used for excitation. The

sample was held in a 1 cm path length, quartz cuvette. Fluorescence was collected
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pH Neutral N Terminus Neutral Lys NHS-ester Half Life
6 0.63% 0%
7 5.9% 0.03% 4-5 h

7.4 14% 0.07%
8 39% 0.29% 1 hr

8.6 72% 1.1% 10 min

9 86% 2.8%

Table 9.1: Availability of Primary Amines in Insulin as a Function of pH, and half

lives for NHS-ester hydrolysis.1 -2O. N terminus pKa was taken to be 8.2 and Lys pKa

was taken to be 10.5.

at 90' relative to the excitation; time-resolved fluorescence was filtered with a 550

nm longpass plastic filter, collected on an Electro-Optics Technology ET 2030A 1.2

GHz amplified silicon photodetector, and acquired with a Tektronics DP03054 os-

cilloscope. Fluorescence spectra were acquired with the filter using an Ocean Optics

S2000 spectrometer coupled to a personal computer.

9.2.2 Characterization of Labeled Insulin

The most straightforward method for characterizing the labeling reaction is using UV-

vis absorption spectroscopy. It is assumed that dye conjugation only weakly perturbs

the optical properties of the protein and dye, and thus the optical density allows

for the protein and dye concentration to be independently determined. Figure 9-4

shows the absorption and fluorescence spectra of all of the reactants and products in

the labeling reactions attempted. Unlabeled insulin has no absorption in the visible

range, which provides a clean baseline to measure dye absorption. The measured

Texas Red absorption spectrum peaks at 589 nm, and undergoes a slight redshift to

592 nm upon conjugation to insulin. Its fluorescence spectrum peaks at 613 nm and

is nearly unaffected by the labeling.

Tetramethylrhodamine (TAMRA) and Malachite Green (MG) conjugated insulin

were also synthesized and purified using the methods described for Texas Red. (Mala-

chite Green isothiocyanate reacts with amines to form thiourea, but identical proce-

dures were followed.) TAMRA-insulin is capable of serving as a FRET donor for
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TR-insulin acceptors. TR-insulin can also serve as a FRET donor when coupled with

MG-insulin as an acceptor. MG-insulin offers an additional benefit of almost entirely

nonradiative relaxation, which precludes the need to filter out acceptor fluorescence

when measuring donor fluorescence quenching. The absorption of free TAMRA peaks

at 552 nm with a peak width standard deviation of 16 nm that redshifts by ? 10 nm

and broadens to 44 nm upon conjugation. This is also reflected in the fluorescence

spectrum, whose peak shifts from 578 nm to 585 nm. Malachite Green displays the

opposite trend- its absorption peak blueshifts from 642 to 612 nm and becomes nar-

rower. The yield and labeling efficiency for these reactions were substantially lower

than TR-ins, which contributed to failure of the FRET experiments. A further dis-

cussion is provided in 9.2.5

To characterize the reaction yield, the eluate from the column was collected in

0.5 mL aliquots and UV-vis spectra were collected. Using the molar absorptivity of

Texas Red (c(593 nm)=80 mM-1 cm 1 3 1 1 ), the dye concentration was determined,

and the dye contribution to the optical density at 280 nm was subtracted (using

E(280nm)/c(593nm) = 0.18 for Texas Red3 11 ) to determine the protein concentration

(E(280 nm)=5.53 mM-- cm 1 for insulin 312 ). Figure 9-5 shows the results of a clean

separation between the insulin and the free dye, as gauged by a drop in absorption

at 593 nm to baseline in between the bands at 8 mL and >20 mL. (The additional

UV absorption appearing at 17.5 mL may be due to the NHS group, or denatured

insulin fragments.) After the sample was lyophilized, the labeling efficiency (concen-

tration dye/concentration protein) was calculated using the same algorithm, and was

typically - 0.3.

Another characterization of the Texas Red-insulin was using liquid

chromatography-mass spectrometry (LC-MS), which was run by the MIT Biopoly-

mers Facility and appears in Appendix B. The most significant protein-containing

fractions were fraction 8 (Figure B-3, and expanded in Figure B-4), fraction 9

(Figure B-5), and fraction 10 (Figure B-6). Fractions 8 and 9 contained a mixture

of insulin and insulin-TR. Fraction 10, which was much smaller than fractions 8 and

9, was purely insulin-TR, but only measured -0. 1 mg when lyophilized, and did not
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Figure 9-4: Insulin, Free Dye, and Dye-Labeled Insulin Absorption and Fluorescence
Spectra. Normalized absorption and fluorescence spectra for all NHS dyes used for
labeling. Malachite green is a nonfluorescent dye. All solutes were optically dilute

(OD < 0.5) in water. Fluorescence spectra were collected with excitation at 532 nm.

constitute a sufficient amount for any experiments. Fractions 13 (Figure B-7) and

fraction 14 (Figure B-8) had masses consistent with a mixture of single, double, and

triple-labeled insulin, but the yields were much smaller than fractions 8 and 9. Due
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Figure 9-5: Characterizing aliquots from the column-separated TR-ins synthesis us-

ing UV and visible absorption. The absorption at 593 nm arises from Texas Red

chromophores, which may be covalently bound to insulin. The absorption at 280 nm
arises from insulin, Texas Red, and possibly also the NHS leaving group.

to the volume of sample loaded on the column, the Biopolymers Facility indicated

that the UV-vis data could not be used for quantitative determination of the amount

of protein and dye.

9.2.3 Measuring the Dissociation Constant, KD

To use the Texas Red-labeled insulin to measure the dissociation constant in a self-

quenching experiment, there must be a difference in the quenching rate for monomers

and dimers. For example, if FRET was the mechanism for energy transfer, it would

be ideal for the interdye separation, R to be < Ro, the F6rster radius in the dimer

state and R > Ro in the monomer state.
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A series of concentration-dependent time-resolved fluorescence emission traces are

shown in Figure 9-6. (The data were Fourier filtered to remove high frequency noise

due to channel crosstalk in the oscilloscope.) The solvent was 0.27M HCl:H20. At the

lowest concentrations, the data has a simple exponential form. As the concentration

was increased, an additional, faster timescale was observed, which was potentially

due to dimer formation-induced quenching. The data set was globally fit to a sum of

two exponentials with concentration-dependent amplitudes and fixed timescales,

0
10 -4 FM

-8.5 RM

-19 [Mc
.6--27 [M
- -53 [tM

c10 -107 RM
a) -213 uM

-317 RM
-425 [M
-633 [M

N -2 -850 xM
-': 10
E -1.9 mM
0 .- 3.8 mM
z

0 5 10 15
Time (ns)

Figure 9-6: Concentration-dependent fluorescence decays of Texas Red-Labeled In-

sulin.

I(t, c) = A1(c)e- /1 + A 2 (c)e t'/T2 . (9.1)

The slower timescale, 5.0 ns was assigned to the lifetime of Texas Red in the monomer

state, and the faster timescale, 1.4 ns, was assigned to dye quenching, potentially due
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to insulin dimer formation.

Figure 9-7 shows a plot of the fast amplitude fraction,

OA(C) = A1(c)/ (A1(c) + A2 (c)). (9.2)

For a simple bimolecular equilibrium with total protein concentration c, and conce-

trations cm and CD of monomers and dimers,

D e 2M (9.3)

2 CD C CM c, (9.4)

it would be expected that the dimer fraction, OD (c) provides a measure of the disso-

ciation constant, KD,

2

KD CM (9.5)
CD

OD (C) 
2 CD(96

2 CD + CM

4c+ KD- VK% 8KDc (97)
4c

However, the experimentally observed transition is a sharper function of concentra-

tion than this form predicts. This may arise if the stoichiometry for dye quenching

was different than the stoichiometry for dimer formation; in the nominal, biomolecu-

lar association equilibrium, when two insulin monomers associate, two TR dyes would

quench. A sharper transition would occur if when two insulin monomers associate,

more than two TR dyes quench. A steeper transition such as the one observed can

arise if the proteins are multiply labeled, although this scenario is inconsistent with

the labeling efficiency. Assuming the statistics of rare events, a Poisson distribution

would predict that if the average labeling efficiency is 0.30, the probability of one dye

to conjugate is 0.22, and 0.04 for more than one dye to conjugate.

Despite this rationale, there is evidence that this concentration-dependent exper-

iment is sensitive to the monomer-dimer equilibrium. The baselines at high and low
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Figure 9-7: Extracting the Dimer Fraction from Fluorescence Decay Amplitudes.

concentrations as well as the midpoint of the transition are all consistent with the

expectations of insulin's monomer-dimer equilibrium. At low pH, the equilibrium

constant for tetramer formation is expected to be ~-_ 100x greater than for dimer

formation 265, which would be outside this concentration range. Quenching due to

any higher order aggregate formation would result in an even steeper slope. The av-

erage intermolecular separation is 255 A at 100 pM, where changes to the lifetime are

very clear. Even at the highest concentration (3.8 mM), the average intermolecular

separation is 76 A, which argues against through-space quenching of unassociated

proteins across the concentration range. The F~rster distance for resonant energy

transfer between Texas Red molecules is 58 A, and the predicted distance between
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conjugation points in the insulin dimer is 30-42 A.

The data was fit to the form of the Hill Equation, which describes the binding

of multiple ligands, and allows tunability in the midpoint (KD) and slope (n) of the

dissociation curve,
Cn

OA (C) =, (9.8)
KB + c

and the best fit was obtained for n = 4 and KD= 350puM. If it can be assumed

that OA(C) . OD(c), then this is a measurement of the dissociation constant for in-

sulin. This value can be compared to KD obtained from 2D IR spectroscopy in

Chapter 8 of 70 pM, and previously published values that range from 25 PM to 261

Pm.262,265,266,270,271,305

9.2.4 Thermal Dimer Dissociation

Additional data favoring the interpretation that the quenching assay monitors the

monomer-dimer equilibrium of insulin comes from temperature-dependent experi-

ments. Figure 9-8 shows the temperature-dependent fluorescence spectra of TR-

insulin. The buffer pH has a dramatic effect on the equilibrium constant. Three

insulin dimers can assemble to form a hexamer, which is inhibited at pH < 3.3, be-

cause the hexamerization interface contains titratable histidine residues. The series

of fluorescence spectra acquired at pH 8.1 show a 15% change across the temperature

range, and appear to be a linear function of the temperature. In 0.27 M HCl (pH

< 1), 80% changes are observed, with a sigmoidal form; there is a high temperature

baseline, an identifiable midpoint (42 'C), and low temperature changes indicative

of cold dissociation, which are all consistent with the 2D IR experiments presented

in Chapter 8. The changes at pH 8.1 may reflect thermally induced changes to the

fluorophore properties without changes to the monomer-dimer equilibrium, or disso-

ciation to a much lesser degree than at low pH.
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Figure 9-8: Temperature-dependent fluorescence spectra of TR-insulin. Dimer disso-
ciation is observed in acidic conditions as an increase in fluorescence due to the loss
of quenching. At pH 8.1, where dissociation is strongly inhibited, a much smaller
increase is seen.

9.2.5 Conclusions

In this section, the synthesis and characterization of fluorescent, Texas Red-labeled in-

sulin was described. As a bright dye that efficiently quenches, Texas Red provides sen-

sitivity to the monomer-dimer equilibrium, which was observed using concentration-

dependent and temperature-dependent experiments. This fluorescence assay is a great

complement to the infrared experiments; Texas Red can be observed at the single

molecule level,313 and it was straightforward to observe the fluorescence from 4 PM

TR-insulin, while the lowest concentration probed by the 2D IR experiments was 88

pM. Moreover, fluorescence quenching is expected to only be sensitive to the dis-

tance and orientation between fluorophores, and not to any secondary structure. In

principle, this fluorescence assay will allow for the discrimination between disordered

insulin dimers and insulin monomers. Both of these states would appear similar in
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2D IR experiments due to the loss of -sheet structure, but would display different

fluorescence intensities and lifetimes.

The main limitation of this fluorescence assay is the labeling efficiency (~ 0.3).

Unlabeled insulin proteins contribute to aggregation, scattering, and generate fluo-

rescence background, because Texas Red in heterodimers of unlabeled and labeled

insulin would be unquenched and display the same optical properties as monomeric

insulin. To model this process, consider the conservation equations and laws of

mass action, where five species are in equilibrium: labeled monomers (cLM), unlabeled

monomers (cm"), labeled homodimers (c-L), unlabeled homodimers (CD UL-UL), and

heterodimers (cL-UL) with labeling efficiency -y assuming that dye labeling does not

change KD,

cUL + CL + L-L -UL -UL = M 2CD 9-9
C CM M D

CM = CL +CUL (9.10)

CD C CUL-UL + CL-UL (9.11)

( C UL+ CM L2C2M
KD = (M M) CM (9.12)

L-L _ L-UL U L-UL CDCD ±D +D

(9.13)

If two signals can be measured- one proportional to the population of quenched, la-

beled proteins (IQ) and one proportional to the concentration of unquenched, labeled

proteins (IuQ), these signals will report,

IQ oc 2cL-L - 2_Y2CD (9.14)

IUQ OC C5-UL CL 2y (I - Y) CD YCM (9-15)

Because the proportionality constant is unknown, the ratio is measured, which is
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proportional to the dimer fraction defined in Eq. (9.6)

IQ
IQ + IUQ

Thus, this

the difference

D

7

curve always has the same functional form as the dimer fraction, and

signal scales with the labeling efficiency, as Fig 9-9 shows.

0.8

0.6

0.4
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0
-5 -410 10
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-210

Figure 9-9: Sensitivity to the dimer fraction as a function of concentration and label-
ing efficiency for KD = 100 tM.

In this section, the synthesis of MG-insulin and TAMRA-insulin were described as

potential FRET partners for TR-insulin. An assay of the monomer-dimer equilibrium

based on FRET would offer significant advantages over the self-quenching assay de-

scribed here. The mechanism and distance sensitivity of FRET are well-understood,

but self-quenching may occur through-space or when the electronic orbitals of fluo-

rophores overlap to create non-radiative relaxation pathways. A FRET anisotropy

experiment would allow for the orientation between the donor and (necessarily flu-

orescent) acceptor to be measured by controlling the polarization of the excitation

236

2-y2 cD -+ 27 (1 - Y) cD - cM
2 CD

2cD + cM

=Y O D,

(9.16)

(9.17)

(9.18)



relative to the analyzing polarizer for acceptor fluorescence; in a self-quenching ex-

periment, the polarization of the emitted fluorescence only reflects reorientation of

the initially excited fluorophore.

Poor labeling efficiency makes FRET experiments nearly impossible because the

changes are relative to the product of the labeling efficiencies for the donor and accep-

tor. Furthermore, if the donor undergoes self-quenching, the analysis will be compli-

cated by the several relaxation pathways possible. A molar excess of acceptor-labeled

proteins may alleviate the latter problem. For the experiments attempted, an anal-

ysis of the labeling efficiencies (~ 0.3 and ~ 0.1) predicted that the changes across

the concentration range would be < 1%, and were not detectable. This experiment

should be attempted again if the labeling efficiencies can be improved.

In any experiment using fluorescent-labeled protein, careful controls must be done

to understand the biophysical implications of fluorophore attachment. Consistency

in the 2D IR spectra would provide good evidence that the secondary structure was

unaffected. However, this diminishes from one of the main advantages in doing fluo-

rescence experiments because infrared spectroscopy still requires higher protein con-

centrations. Because fluorophores subject to electronic excitation potentially undergo

photodamage, fluorescence experiments performed at infrared spectroscopy concen-

trations would require more sample than infrared experiments. In the next section,

a solution to these problems is presented by using intrinsic tyrosine fluorescence of

insulin to assay the monomer-dimer equilibrium.

9.3 Intrinsic Insulin Fluorescence

9.3.1 Background

An alternative fluorescence experiment for probing the monomer-dimer equilibrium

of insulin uses its intrinsic tyrosine fluorescence. Figure 9-10 shows the tyrosine and

phenylalanine residues in the insulin dimer. Since insulin has no tryptophan residues,

its emission is dominated by tyrosine, which has a larger extinction coefficient (see
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Fig. 9-11) and fluorescence quantum yield than phenylalanine (0.14 vs. 0.0317). It was

demonstrated that tyrosine fluorescence was sensitive to insulin fibrilization state3 14

and structural changes due to mutation. 3  Based on the structure, one would expect

tyrosine fluorescence to be sensitive to the association state because the cluster of

tyrosine and phenylalanine residues at the interface are tightly packed.

Tyrosine fluorescence is ~ 400 fainter than Texas Red due to its smaller extinction

coefficient and fluorescence quantum yield. However, this is naturally mitigated by the

goal of directly comparing timescales extracted from temperature-jump fluorescence

and 2D IR experiments, both of which require ~ mM concentrations. For performing

such a comparison, the most important advantage of tyrosine fluorescence over TR

is that the protein is unmodified, and is unquestionably identical to the one probed

by 2D IR. A significant problem that arises is the potential for UV photodamage,

which necessitates low excitation powers, continual sample replenishment, and control

experiments.

DimerizationFront Top ItdcInterface

Figure 9-10: Diagram of the six pheynalanine and eight tyrosine residues in the insulin
dimer crystal structure. 1 6

9.3.2 Experimental Setup

Tyrosine fluorescence is excited with 267 nm, ~ 100 fs pulses. Figure 9-12 shows the

experimental setup for tripling 800 nm light to generate 267 nm. The 800 nm (300
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Figure 9-11: Absorption and emission spectra of phenylalanine and tyrosine. Adapted
from Lakowicz et al.' 7

mW, 1 kHz, 100 fs) is focused into 0.7 mm thick BBO (6=29.3') for type I doubling.

The 800 nm and 400 nm are retimed by 2 mm thick BBO crystal (type 1, 0=660) and

rotated into the same polarization by a quartz dual waveplate. The sum frequency at

267 nm is generated by focusing into 0.3 mm thick BBO (type I, 0=44.3'). A prism

is used to spatially isolate the 267 nm. Since the fluorescence lifetime of tyrosine is ~

3 ns, no second prism was added for compression. The power at the sample point was

0.8 pW (with 300 mW input 800 nm) - 4 p W (with 460 mW input 800 nm). The

sample is held in between two 1 mm thick CaF2 , 4=1" windows with a 50 or 100 pm

Teflon spacer mounted in a brass sample cell, which is temperature controlled with a

recirculating water bath. A Schott glass filter is used to reject scattered 400 nm light.

The fluorescence is detected using a high speed photodetector, which when sampled

using a DP07104 Tektronics oscilloscope yields an instrument response time of 300

ps. A reflection off the front face of the prism is collected onto a PIN photodetector

and used to trigger the oscilloscope.
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Figure 9-12: Experimental scheme for tyrosine fluorescence experiments. Li (BK7,
f=15 cm), BBO 1-3 (0-BaB20 4), WP (quartz waveplate 14 A at 400 nm, 6.5 A at
800 nm, 0.584 mm), M (silver mirror), CM (curved aluminum mirror, r=40 cm), PR
(fused silica, 1 cm), PIN (Thor Labs DET210 High Speed Silicon Detector), L2 (fused
silica f=7.5 cm), L3 (fused silica, f=7.5 cm), S (brass sample cell), FIL (UG 11 Schott
Glass Filter), ASD (Electro-Optics Technology ET 2030A 1.2 GHz amplified silicon
photodetector)

9.3.3 Results and Discussion for Insulin Fluorescence

Figure 9-13 shows a comparison between free tyrosine fluorescence and intrinsic insulin

fluorescence in two solvents. Dilute tyrosine in water has a fluorescence lifetime of

3.1 ns. The emission of insulin predominantly arises from its four tyrosines, but may

include a much smaller contribution from its three phenylalanine residues. In 30%
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ethanol, where insulin is monomeric, the fluorescence lifetime drops to 2.1 ns. In

dimeric insulin, this lifetime further drops to 1.5 ns. These lifetime changes are due

to the increasing number of relaxation pathways available upon moving from dilute

chromophores, to the monomeric, and dimeric protein.

The lifetime decrease is correlated with an increase in the density of electronic

states. Each tyrosine residue has two overlapping electronic transitions ('La, 'Lb)

in the UV. In monomeric insulin, there are four tyrosine and three phenylalanine

residues, which all together result in 14 electronic states. The dimer interface has a

tight clustering of aromatic amino acids (see Fig. 9-10) where electronic orbital overlap

is possible that may create delocalized, excitonic states. Not all of the aromatic

residues are in direct contact, but all are within the Fbrster distance for Tyr-Tyr

resonant energy transfer (9-16A) or Phe-Tyr resonant energy transfer (11.5-13.5A). 1 7

The differences in absorption spectra of monomeric and dimeric insulin are on the

0.5% level, 26 6 and do not provide a straightforward interpretation of the changes in

the coupling and electronic structure.

Figure 9-14 shows temperature-dependent insulin fluorescence. With increasing

temperature, the fluorescence intensity increases by almost a factor of four, while the

lifetime decreases from 1.4 to 1.0 ns. The fluorescence increase is consistent with

the dissociation curve characterized using HDVE in Chapter 8. The midpoint for

this transition was found to be 30 'C using HDVE, and 33 'C using UV fluorescence

(within the ±2'C margin of error for each measurement). Thus, the changes to the

fluorescence intensity are correlated with changes to the vibrational spectrum that

arise from the loss of vibrational modes delocalized across the dimers. This is strong

evidence that the UV fluorescence is sensitive to the monomer-dimer equilibrium.

Based on the results of Fig. 9-13, it would be expected that the fluorescence

lifetime should increase in the monomeric state by 0.6 ns relative to the dimeric

state. Moreover, conventional wisdom reasons that increased fluorescence intensity

can result from a reduction in the number of non-radiative pathways, which would

also increase the fluorescence lifetime. However, figure 9-14 shows that temperature

causes a decrease in the lifetime. The form of this lifetime change is linear with
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Figure 9-13: Insulin and tyrosine fluorescence.
The free tyrosine concentration was 2.5 mM and the concentration of insulin was 3.4

mM (effectively 14 mM tyrosine).

temperature (R2 = 0.97 for r oc T, and R 2 = 0.98 for log (1) oc '), and unlike the

sigmoidal shape of the fluorescence intensity or HDVE changes.

The reduction in the fluorescence lifetime of insulin with temperature indicates
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that it is not controlled by the difference in non-radiative pathways available in the

insulin monomer and dimer, but rather an increase in the interconversion rate of tyro-

sine rotamers. There have been extensive investigations on the fluorescence quenching

mechanisms of tyrosine. It is known that tyrosine fluorescence can be quenched by

electron transfer to amide groups, and that the quenching rate can vary for different

C,-Co rotamers. 3 16 -319 It is known that with increasing temperature, the fluorescence

quantum yield320 and lifetime31 9 both decrease, which reflects the barrier to exchange

between rotamers. An Arrhenius fit to the fluorescence lifetime of insulin yields an

activation barrier of 2.3 kcal/mol and a preexponential constant of (27ps)-1 , which

can be compared to 3 kcal/mol and (31ps)-1 for N-acetyltyrosineamide. 3 19 Other

electron acceptors can also quench tyrosine, such as the uncharged carboxyl groups

available at low pH321 or molecular oxygen. 322,323
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Figure 9-14: Temperature-dependent intrinsic insulin fluorescence.
Insulin concentration was 10 mg/ml in 20% EtOD:D 20, 0.1 M NaCl, 0.27 M DCl.
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9.3.4 Conclusions

It has been observed that the intrinsic fluorescence of insulin is sensitive to the

monomer-dimer equilibrium. The poor optical properties of tyrosine as a fluorophore

are naturally overcome by the concentrations required for comparison to 2D IR ex-

periments. Furthermore, like 2D IR, tyrosine fluorescence is an endogenous protein

spectroscopy that requires no sample modification. In comparison to the TR-insulin,

the requirement of UV excitation presents practical complications (sample damage),

as well as complexity in the data interpretation (photochemistry of tyrosine).

Both TR-insulin fluorescence and intrinsic fluorescence are sensitive to the

monomer-dimer equilibrium due to self-quenching. For TR-insulin, it is likely that

weak, through-space F6rster energy transfer is responsible for the quenching. With

tyrosine fluorescence, both through-space and strong coupling due to electronic or-

bital overlap are possible quenching mechanisms. Furthermore, tyrosine fluorescence

has the potential to display intramolecular sensitivity if the quenching can be modu-

lated by monomer unfolding that disrupts the network of aromatic amino acids. For

these reasons, it is preferable to probe the monomer-dimer equilibrium using several

methods and to develop models that consistently explain changes in the fluorescence

and infrared experiments.
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Appendix A

MATLAB Code for Calculating 2D

IR Spectra of Six-Level Systems

clear

%%%%1. User Parameters

%%6LS Potential Energy Surface Parameters

%%All in cm^-i

wa= 1635;

ws= 1680;

dwa=16;

dws=16;

dwas= 13;

%%Aliasing frequency (cm^-1)

alias=1550;

%% Polarization

POL-'ZZYY'; %%either 'ZZZZ' or 'ZZYY'

%%Transition dipole parameters

ua=1.0;us=.7;theta=70+pi/180;

%%Time axes

dt=10; %time step for t1 , t2, t3

t1=0:1:511; %in units of dt

t3 =0:1:511; %in units of dt

t2array=[10]; % in units of dt

padlen=2048; %zero padding length

%%Make correlation function parameters visible to other functions

global tau-aa tauss tau-as T2aa T2ss T2as dt

global delta-aa delta-ss delta-as delta0-aa delta0_ss corr

%%Correlation function parameters for the generalized Kubo model

%%JR Scmidt , N Sundlass , JL Skinner , CPL 378 (2003) 559-566

%%Modify has, haa, and hss to specify new correlation functions

%%A times in fs , all deltas in cm^-1

tauaa=1000;
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t auss =500;

tauas =200;

T2aa=1000;

T2ss =1200;

T2as=900;

delta-aa =15;

delta-ss =7;

delta-as =12;

corr=1; %correlation coefficient between a and s oscillators

delta0-aa=1;

deltaoss=1;

Dor=0; %orientational diffusion constant 1/fs

%%%%2. Begin Calculations

%%2Q transition dipoles by harmonic scaling

u2a=sqrt(2).* ua;u2s=sqrt(2). us;

ua-sq=ua.* ua; us-sq=us *us

usa=ua; uas=us;

usa-sq=usa. * usa; uas-sq=uas .*uas

u2a-sq=u2a.*u2a;u2s-sq=u
2
s.*u2s;

%%Transform from wavenumbers to 1/fs

c=2.99792458e-5;

twopic=2*pi*c ;

deltaoaa=delta0-aa*twopic;

delta0-ss=delta0_ss*twopic

delta-aa=delta-aa*twopic;

delta-ss=delta.ss*twopic

delta-as=delta-as*twopic

wa=(wa-alias)*twopic;

ws=(ws-alias)*twopic;

dwa=dwa*twopic

dws=dws*twopic

dwas=dwas*twopic

I=sqrt ( - 1);

[t3 , t2 ,t1}=ndgrid (t3 , t2array t1 );

%%Orientational Reponse Functions

cos2theta=cos( theta) 2; sin2theta=sin (theta) 2;

expl=(1./9).*exp(-2.*Dor.*(t3+t1).*dt);

exp2=exp(-6.*Dor.*t2.*dt);

if POL--'ZZZZ'

Yaaaa=expl *(1 + (4./5). * exp2);

Yaass=expl .*(1+(4./5).* exp2.*( cos
2
theta -0.5. sin2theta));

Yasas=expl.( cos2theta+0.2.sexp2. (4.* cos2theta+3.* sin2theta))

elseif POLjr='ZZYY'

Yaaaa=exp1.(1 -(2./5). exp2);

Yaass=exp1 .*(1 - (2./5* exp2 .*( cos
2
theta --0.5.* sin2theta ) );

Yasas=exp1 * ( cos2theta -0.1.*exp2 .*(4. * cos2theta+3.* sin2theta )

end

%%Oscillatory parts of the response function

wa-dwa = wa-dwa; wa-dwas = wa-dwas;

ws.dws = ws-dws; wsdwas = ws-dwas;

wa-ws = wa-ws;

expi-wa-t3=exp(-I.*wa.*t3.*dt);

expibwa-t1=exp(-I.*wa.*t1.*dt);

expi-ws-t3=exp(-I.*ws.* t3.*dt );

expi-ws-t1=exp(-I.*ws.* t1.* dt );

expi-wa-dwa-t3=exp(-I.*wa-dwa.* t3.* dt);
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expi_ws-dwst3=exp(- I.* ws-dws.* t3.* dt);

expi-wa-dwas t3=exp(- I.* wa-dwas.* t3.* dt);

expi_ws_dwast3=exp(- I .*ws-dwas.* t3.*dt);

expi_wa-wst2=exp(-I .*wa-ws.* t2.* dt );

%%Rephasing and non-rephasing response functions

S.-I=Yaaaa. *...

(((2.0.* ua-sq.* ua-sq.* cxpi-wa-t3./expiwat1 -ua-sq.* u2a-sq.* expiLwa-dwa-t3./expi-wa-t1).*.

haa(t2+t3).*haa(tl+t2).*haa(tl).*haa(t3)./(haa(tl+t2+t3).*haa(t
2

)))+...

(2.0.* us-sq.* us-sq.* xpi-ws t3./expi-ws-tl-us-sq.* u2s-sq.*expi-ws-dws-t3./expi-ws-tl).*.

hss(t2+t3).* hss(tl+t2).* hss(tl).*hss(t3)./(hss(tl+t2+t3).* hss(t2)))+...

Yaass . * ...

(((ua-sq . * us-sq .* expi-wst3./ expi-wa-t1 -ua-sq .* uas-sq .* expi-ws-dwast3 ./expi-wa-t1 )

has(t2+t3 ).* has(tl+t2).* haa(tl ).* hss(t3 )./( has(tl+t2+t3 ).* has(t2 )))+...

(ua-sq. * ussq . * expi-wa-t3 . / expiws-t 1-us-sq .* usa-sq. * expi-wa-dwas-t3 ./ xpi ws-t 1).*..

has ( t2+t3).* has ( tl+t2).* hss( t ).*haa( t3 )./(has ( tl+t2+t3).* has (t2)))+.

Yasas . * ...

(((ua-sq.* ussq .* expi-ws-t3 ./(expi-wat1 .*expi-waws-t2)

ua. * us. * usa. * uas. *expi-ws-dwas-t3 . / expi-wa-ws-t2 . / expi-wa-t 1).*.

haa(tl+t2).* hss(t2+t3).* has(tl ).* has(t3 )./(has(t1+t2+t3).* has(t2)))+...

(ua-sq.* us-sq .* expi-wa-t3 .* expiLwa-ws-t2 ./expi-ws-tl -...

ua. * us. * usa. * uas. * expi_wa-dwast3 . / ( expiws-t 1 . / expi_wawst2 )).*.

hss(tl+t2).*haa(t2+t3).* has(t1 ).* has(t3)./(has(t1+t2+t3).* has(t2)));

S.II=Yaaaa .*...

(((2.0. * ua-sq .* ua-sq .* expiwat3 .* expibwat1 -uasq .* u2a-sq .* expi-wa-dwa-t3 . expibwa-t1) .1 *

haa(t1+t2+t3).*haa(t2).* haa(t1 ).*haa(t3)./(haa(t2+t3).* haa(t1+t
2 

)))+...

((2.0. * us-sq .* us-sq .* expi-wst3.* expi-ws-t1-us.sq .* u2s-sq .* expi-ws-dwst3.* expi-ws-t1).*.

hss(t1+t2+t3).* hss(t2).* hss(t1 ).*hss(t3)./(hss(t2+t3).* hss(tl+t2 ))))+...

Yaass . * ...

((( ua-sq. * us-sq .'* expi-ws-t3 .* xpi-wat 1 -ua-sq.* uas-sq . *expi-ws-dwas-t3 .* xpi-wa-t 1).*.

hss(t3).* haa(tl ).* has(tl+t2+t3).* has(t2)./(has(t2+t3).* has(tl+t
2 

)))+...

(( ua.sq . * us-sq. * expi-wa-t3 . * expibws-t1 -us-sq . * usa-sq . * expi-wa.dwas-t3.* expi-ws-t 1).*

haa (t3).* hss (t1). has( t1+t2+t3). has (t2)./ has (t2+t3). has( t1+t2) )+ .

Yasas . *...

(((ua-sq.* us-sq .* expi-wat3 .*expi-waws~t2 .expi-wa-tl -

ua. *us. *usa. *uas. * expi-wa-dwast3 . * cxpi_wawst2 . * expiwa-t 1).*.

hss (t2 ). * haa( t1+t2+t3 ). * has( t1 ). * has ( t3 ) . / ( has ( t2+t3 ). * has ( t1+t2)))+-.-

((ua-sq .* us-sq .* cxpi_ws_t3 .* expiwst1 .* expi-wawst2 -...

ua. * us. *usa.* uas. * cxpiws-dwast3 . * expi-ws-t 1 . * expi-wa-ws-t
2 

).*.

haa(t2).* hss(t1+t2+t3).*has(tl).* has(t3)./(has(t2+t3).* has(tl+t
2 ))));

zerotime=find ( t2array ==0);

S.III=zeros(size(SII));

if(zerotime > 0)

tempS3=Yaaaa.*

((ua-sq .* u2a-sq .* (expi-wat3 .* expi-wat1 -expiwadwat3 .* expi-wa-t1).*

haa(t3).*haa(t1).*haa(tl+t3).*haa(0)./(haa(t1).*haa(t3)))+...

( us-sq.* u2s-sq . * ( expiws-t3 .* xpiws-t 1 -expi-ws_dws-t3.* expiws-t 1).*...

hss ( t3).* hss ( t1).* hss ( t1+t3 ).* hss (0). /(hss ( t1).* hss(t3 )) ))+..

+Yasas.*

((( ua-sq. * uas-sq.* expi-wa-t3. * expi-wa-t1 -ua. * uas . * us. * usa. * expi-wa-dwas-t3.* expi-wa-t ).*

hss (0).* has ( t3 ). * has (t1 ) . * haa (t 1+t3 ) . / ( has ( t3 ). * has (t1 ) ) ) + .

(( us-sq. * usa-sq . * expiws-t3 . * expi-ws-t 1-us. * usa. * ua. * uas.* expi-ws-dwas-t3.* expi-ws-t 1).*.

haa (0).* has ( t3 ). * has ( t 1 ) . * hss ( t 1+t3 ). / ( has (t3 ). * has ( t 1 ) ) ) +. ..

((ua.* uas .* usa.* us.* expi-ws-t3 .* expi-wat1 -uasq .* uas-sq .* expi-ws-dwas-t3 .*expi-wa-t1).*.

hss(t3).* has(t1+t3).* has (0).*haa(t1 ) ./( has(t3).* has(t1 )))+.. .

((us. * usa. * uas . * ua .*cxpi-wat3 . * expi-ws-t1 -us-sq .* usa-sq. *expi-wa-dwas-t3 . *expi-ws-t 1).*.

haa(t3).* has(tl+t3).* has(0).* hss(t1 )./(has(t3).* has(tl))));

S_III (: , zerotime ,:) =tempS3(: , zerotime ,:
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clear tempS3;

end

%%Create the w axis

waxis=-(padlen /2):1:( padlen /2);

waxis=waxis./(length(waxis)*dt*c);

waxis=waxis (1:end-1);

waxis( find (waxis <0))=waxis (find (waxis <0))-2* alias;

waxis=waxis+alias ;

taxis=0:(length(t3) -1);taxis=taxis*dt;

%%Fourier transform and flip the S1 signal to add correctly

Slf=zeros(padlen ,length(t2array) padlen); S2f=Slf; S3f=Slf;

for i =1:length(t2array)

Si=real (squeeze(SI(:,i ,:)));

S2=real (squeeze( S-II(: i,:

S3=real (squeeze (S-:111 , i,:)

Sf(:, i,:) c i rc sh ift ( flipud (fftshift ( fft2 (S1 padlen padlen ));

S2f (:,i ,:)fftshift (fft2 (S2, padlen ,padlen))

S3f (:,i ,:)fftshift (fft2 (S3, padlen ,padlen))

end

%%%%3. Plotting

%%View some prelims

%figure (1)

%subplot (2,2,1)

%pcolor (taxis , taxis , real (squeeze (S-I : ,1 ,:)))); shading flat

%subplot (2,2,2)

%pcolor (taxis , taxis ,real (squeeze (S-II(:, , :))));shading flat

%subplot (2,2,3)

%contourf(waxis , waxis ,squeeze(real (Sif(: ,1 ,:))) 15)

%axis ([1580 1720 1580 1720])

%subplot (2,2,4)

%contourf(waxis , waxis ,squeeze(real(S2f(: ,1 ,:))),15)

%axis ([1580 1720 1580 1720])

%return

for i=1:length(t2array

%Display the real part of the correlation spectrum

spec=squeeze( real( Slf(: ,i ,:)+S2f(: , ,:)+S3f(: ,i ,:)));

figure ( i ); cIf

subplot (5 ,5 1:20)

contourf (waxis , waxis spec 15)

hold on ;

plot ( waxis , waxis , 'k );

axis([1580 1720 1580 1720])

axis square

title ([ '\tau-2...=...',nurn2str(t2array(i)*dt), '-fs '] , 'fontsize ' 30);

set (gca, 'fontsize ' 25, 'TickDir' , 'Out' , 'linewidth' 2)

xlabel ( '\omega1 /(2-\pi ..c)')

ylabel('\omecga-3/(2-\pi...c)');

%Show the correlation functions

subplot (5 ,5 21:25)

plot(dt*squeeze(tl (1,1,:)) ,haa(squeeze(tl (1,1,:))), 'r ', 'linewidth' ,3);hold on;

plot(dt*squeeze(tl (1,1,:)) ,hss(squeeze(tl (1,1,:))), 'g--', 'linewidth ',3)

plot(dtssqueeze(tl (1 ,1,:)) , has( squeeze(tl (1,1,:))) , 'b. ', linewidth ' 3)

set(gca,'fontsize ',20)

ylabel('C(t)')

248



xlabel( 't-(fs) ')

legend( 'h-{aa}(t)','h-{ss}(t)','h-{as}(t)')

end

figure (1); clf

subplot (3 ,3 ,1)

spec=squeeze(real(Sf(: ,i ,:)+S2f(: ,i ,:)+S3f(:,i ,:)));

contourf(waxis ,waxis spec 15)

hold on;

plot ( waxis , waxis , 'k');

axis([1580 1720 1580 1720])

axis square

set (gca, ' fontsize ' ,25 , 'TickDir' , 'Out' 'linewidth ' ,2)

xlabel( '\omega_1 /(2..\pi-c) ' )

ylabel( '\omega-3/(2-\pi..c)

subplot (3 ,3 ,2)

spec=squeeze (imag(Slf(: , i ,:)+ S2f(: ,i ,:)+ S3f(: ,i :)));

contourf ( waxis , waxis , spec 15)

hold on;

plot (waxis , waxis , 'k' );

axis([1580 1720 1580 1720])

axis square

set (gca, ' fontsize ' ,25, 'TickDir ' ,'Out', 'linewidth ' 2)

xlabel( '\omega-1/(2-\pi-c)

ylabel ( '\omega-3 /(2.\pi.c) '

subplot (3 ,3 3)

spec=squeeze (abs( Slf (:,i ,:) + S2f (:,i ,:+ S3f (:,i,:)));

spec1=squeeze ( real ( Slf (:,i ,:)+ S2f (:,i ,:)+ S3f (:,i,:)));

spec2=squeeze (imag( Slf(: ,i ,:)+ S2f(: ,i ,:)+ S3f(: ,i ,:)));

spec=specl.^2 + spec2.^2;

spec=specl .2;

contourf (waxis , waxis spec 15)

hold on;

plot ( waxis , waxis , 'k');

axis([1580 1720 1580 1720])

axis square

set (gca, ' fontsize ' 25, 'TickDir ' 'Out' , ' linewidth ' 2)

xlabel('\omegal/(2.\pi..c)')

ylabel ('\omega-3 /(2...\pi-c ) ');

subplot (3 ,3 4)

spec=squeeze(real(Sf(:,i,:)));

contourf ( waxis ,waxis spec 15)

hold on;

plot ( waxis , waxis , 'k' );

axis([1580 1720 1580 1720])

axis square

set (gca, ' fontsize ' 25, 'TickDir ' , 'Out', 'lincwidth 2)

xlabel( '\omega-1/(2..\pi.c)

ylabel( '\omega..3/(2...\pi...c) ')

subplot (3 ,3 5)

spec=squeeze (imag( Slf(:,i :)));

contourf ( waxis , waxis , spec 15)

hold on;

plot (waxis , waxis , 'k');

axis([1580 1720 1580 1720])

axis square
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set (gca, ' fontsize ' ,25 , 'TickDir ' , 'Out' , 'linewidth ' 2)

xlabel( '\omega- /(2..\pi..c)

ylabel ( '\omega-3 /(2...\pi...c) ')

subplot (3 ,3 6)

spec=squeeze(abs(S1f(:,i,:)));

contourf (waxis , waxis , spec 15)

hold on;

plot (waxis , waxis , 'k'

axis([1580 1720 1580 1720])

axis square

set (gca, ' fontsize ' 25, 'TickDir ' , Out linewidth 2)

xlabel( '\omega-1 /(2...\pi...c ) ' )

ylabel( '\omega-3/(2-\ pi.c)

subplot (3 ,3 ,7)

spec=squeeze (real ( S2f(:, i,:))

contourf ( waxis , waxis , spec 15)

hold on;

plot (waxis , waxis , 'k' );

axis([1580 1720 1580 1720])

axis square

set (gca, ' fontsize ' ,25, 'TickDir ' , 'Out 'linwidth 2)

xlabel( '\omega-1/(2-\pi..c) '

ylabel( '\omega-3/(2-\ pi...c) ')

subplot (3 ,3 ,8)

spec=squeeze (imag( S2f(:,i ,:)));

contourf (waxis , waxis ,spec 15)

hold on;

plot (waxis , waxis , 'k' );

axis([1580 1720 1580 1720])

axis square

set(gca, 'fontsize ' 25, 'TickDir ''Out', 'linewidth 2)

xlabel('\omega_1/(2.\pi-c)')

ylabel( '\omega_3/(2..\pi-c)'

subplot (3 ,3 ,9)

spec=squeeze(abs(S2f(:,i,:)));

contourf (waxis , waxis ,spec 15)

hold on;

plot (waxis , waxis , 'k'

axis([1580 1720 1580 1720])

axis square

set (gca, 'fontsize ' 25, 'TickDir ''Out', 'linewidth 2)

xlabel ( '\omega_1 /(2..\ pi..c ) ')

ylabel( '\omega-3 /(2..\ pi.c)

figure (2)

subplot (3 ,1 ,1)

spec=atan(squeeze (imag(Slf (,i ,:))./real(S1f (:,i,:))));

contourf ( waxis , waxis , spec 15)

hold on;

plot (waxis , waxis , 'k' );

axis([1580 1720 1580 1720])

axis square

set(gca, 'fontsize ' ,25, 'TickDir ', 'Out', 'linewidth ' 2)

xlabel( '\omega-1/(2.\pi.c)'

ylabel( '\omega_3/(2.\pi.c)'

subplot (3 1 ,2)
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spec=atan(squeeze (imag(S2f (: ,i ,:)). /real(S2f (:,i,))))

contourf (waxis , waxis spec 15)

hold on ;

plot ( waxis , waxis , 'k' );

axis([1580 1720 1580 1720])

axis square

set (gca, ' fontsize ' ,25, 'TickDir ' , 'Out' , 'linewidth ' ,2)

xlabel ('\ omega-1 /(2-_\pi-_c ) ')

ylabel( '\omega-3/(2-\pi-c)

subplot (3 ,1 3)

spec=atan (squeeze (imnag( S lf (:,i ,:+ S2f (:,i ,:+ S3f (:,i ,))./real( Slf (:,i ,:+ S2f (:,i ,:+ S3f (:,i,:) ));

contourf (waxis , waxis ,spec 15)

hold on;

plot (waxis , waxis , 'k' );

axis([1580 1720 1580 1720])

axis square

set (gca, 'font size ' ,25, 'TickDir ' ,'Out',' linewidth ' ,2)

xlabel('\omega.1/(2-\pi-c)')

ylabel ( '\ omega-3 / (2...\ p i _c ) ' );

ind1-min( find (waxis >1635));

ind2=min( find (waxis >1680));

figure (2); clf

plot (waxis ,450+squeeze ( reaal (S1f(: , i ,ind1)+S 2 ff (: i ,nind1)+S3f (: i ,id 1 )), 'r , 'linewidth '2); hold on;

plot (waxis ,450+squeeze (imag(Sf i ind)+S2f i ind)+S3f(: i ,ind )), 'g ',linewidth 
2

);

plot (waxis,450+squeeze (abs( S f (: , i , ind )+S2f (: , i , ind )+S3f (: , i , ind l ))),'b' ,'linewidth '
2

);

plot (waxis 200+squeeze ( real(S f (:,i ,ind ))),'r-' ,'linewidth ',
2

);

plot (waxis,200+squeeze (imag(Slf (:,i ,indl))), 'g-' ,'linewidth' ,2);

plot(waxis,200+squeeze(abs(Slf(:,i,indl))),'b--' ,'linewidth ' ,2);

plot ( waxis ,squeeze (real ( S2f (: i ,ind1 ))) 'r-' 'linewidth ' ,2);

plot (waxis ,squeeze (imag( S2f(: ,i indi ))) , 'g-' 'linewidth ',2);

plot (waxis squeeze (abs( S2f (: i , ind1 ))) , 'b-', linewidth ' 2);

plot (waxis ,squeeze (real(S2f(: ,i ind ))) r. ' 'linewidth ' ,2);

plot (waxis ,squeeze (imag( S2f(: ,i ind ))), 'g. ' 'linewidth ' ,2);

plot (waxis ,squeeze (abs( S2f (:,i , ind l )))'b.', 'linewidth ' ,
2

);

set(gca, 'fontsize ',28)

xlabel( '\omega_3/2\pi..c_(cm^{-1})');

ylabel( ' Spectral-Intensity-(AU)')

axis([1580 1720 -150 650])
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Appendix B

Texas Red-Insulin Mass Spectra

The nominal masses of bovine insulin, insulin-TR, insulin-2TR, insulin-3TR are

5733.49, 6436.35, 7139.21, and 7842.07 amu. The proteins may also have one or more

water molecules associated with them, which will increase these nominal masses by

multiples of 18 amu, and may be deprotonated. The mass of Texas Red-NHS is 816.94

amu. Texas Red without the NHS group has a mass of 702.86 amu. Insulin A and B

chains, when separated have masses of 2223.53 and 3400.9 amu.
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Gilson model 271 HPLC Log and Definition of Method Terms yvwi9o-o9

Sample List ID _j9 tO -9/4Run Name ID ___Z# __ Date 4 7 0

RcsfLab .-- Sample mt mg Dissolved in C 1

Column information (size, pore-size, mfgr. s/n, um, type) 3 T P
17.:-A I - - :,

Bufler A Buffer B: - B asic grdient /7' Pressure at L.C. Ze

DM1F. DTrr. etc - use ca 20 mn pJdient dLey corect fx volume pe tube re cc] sze 0

step cell explanation

I Sample name Sample I.D.
2 Notes Notes t4 -7'

#lnit B 2- %B after the column strip; %B at I.C.
4 #Flow rate (ml/min) / Flow rate after injection
5 #Equil Time ( min) / Time of equilibration at IC at end of run
6 #Wash Time (min) (startup method Time to strip col. At 100%B

Ionly) _ _ _ _ __ _ _ _ _ _

7 #Sample Well / Location of sample tube
8 #FractionWell Location of first fraction collection tube for first sample-

subsequent samples values = 0

9 #lnj flowrate ( ml/ min) Flow rate before injection
10 #Final B %B at the end of grdient
S1 #BeginGrad (min) Time to run isocratically at IC before gradient is started.

(at least 3-5 x ij. Vol.)
12 #Elnd Grad (min) Time after I I when gradient ends.

Eg: if 1 1=2 mi.. & desired gradient = 5-100/15 min, then
12 = 17 min.

13 #Strip time (min) to sip col. at I00%B at end of gadient
14 #FC_WV (nM) Channel I wavelength- which slope and threshold are

1-t based upon
15 #WV 2 (n) A Channel 2 wavelength
16 #PK Lvl (mVolts) , - mV setting for threshold collection
17 #FC Vol ( uL ) -- to Volume of each fraction col. tube
18 #FC Delay (min) 7 Delay time before fraction collector becomes active after

gradient begins
19 #Stop_FC (min) Time after gradient ends that FC should stop; also time of

7 data collection stop
20 #Time perTube (min) ' Number of min. per FC tube during "collection by tie"

21 #lnj Vol ( ul) Amount of sample to inject

Notes:
Step 16 Flow is diverted from waste to FC only if step 14 signal

exceeds step 16 value

On-the-fly-updating Cannot change green (active ).line
#T -his is a variable cell

./,j -~ j.. Z~2& ~-f--~---~-A.~ - -- u :< ~- :7

Figure B-1: Texas Red-Insulin HPLC Log
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